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ABSTRACT

Many electronic music (EM) genres are composed through the
activation of short audio recordings of instruments designed for
seamless repetition—or loops. In this work, loops of key struc-
tural groups such as bass, percussive or melodic elements are la-
belled by the role they occupy in a piece of music through the task
of automatic instrumentation role classification (AIRC). Such la-
bels assist EM producers in the identification of compatible loops
in large unstructured audio databases. While human annotation is
often laborious, automatic classification allows for fast and scal-
able generation of these labels. We experiment with several deep-
learning architectures and propose a data augmentation method for
improving multi-label representation to balance classes within the
Freesound Loop Dataset. To improve the classification accuracy
of the architectures, we also evaluate different pooling operations.
Results indicate that in combination with the data augmentation
and pooling strategies, the proposed system achieves state-of-the-
art performance for AIRC. Additionally, we demonstrate how our
proposed AIRC method is useful for analysing the structure of EM
compositions through loop activation transcription.

1. INTRODUCTION

Affordable music production technologies (e.g., digital audio work-
stations) for incorporating and manipulating samples have democra-
tised the EM creation process, allowing users with varying levels
of musical knowledge to experiment in the creation of EM. A large
majority of popular music is composed in this manner, inheriting
some characteristics of EM, such as the use of samples, sequence-
driven composition and a fixed tempo throughout the piece.

For sampled content, EM producers often rely on well-known
sample libraries (e.g., Splice), which consist primarily of individ-
ual sounds and loops—short audio recordings (one, two or four
bars in length) of instruments designed for seamless repetition [1].
Loops may be created by sequencing individual sounds or sam-
pling a short musical phrase from a solo or polyphonic instrumen-
tal recording. These loops serve as the material from which music
makers can generate EM compositions through various editing and

∗ Both authors have contributed equally
† This project has received funding from the European Union’s Horizon

2020 research and innovation programme under the Marie Skłodowska-
Curie grant agreement No 765068, MIP-Frontiers.
Copyright: © 2022 Jake Drysdale et al. This is an open-access article distributed

under the terms of the Creative Commons Attribution 4.0 International License, which

permits unrestricted use, distribution, adaptation, and reproduction in any medium,

provided the original author and source are credited.

Figure 1: A simplified EM composition structure, built with five
loop layers. Log-scaled STFT power spectrogram (top) and corre-
sponding role activations: Chords (C), Melody (M), Sound Fx (F),
Bass (B), and Percussion (P) at 4-bar intervals (bottom).

combinatory processes (e.g., layering, splicing, rearranging). Fig-
ure 1 depicts a simplified representation of the EM creation pro-
cess involving the layering and repeated activation of loops with
different roles.

In this paper, we propose a system for automatic instrumenta-
tion role classification (AIRC) to label a loop by its specific func-
tion within a EM composition (e.g., drums, chords, melody, bass,
sound Fx). System performance is measured through evaluation
with state-of-the-art audio classification models and a data aug-
mentation procedure that utilises common production techniques
used in commercial music recordings. By estimating instrumen-
tation roles for fixed-length segments of an EM composition, it is
possible to retrieve an informative map of musical structure.

1.1. Related Work

In recent years, there has been an increased focus on research re-
lated to audio loops within the field of music information retrieval.
There are several methods that exist for automated loop retrieval
[2, 3, 4, 5, 6], and loop creation [7, 8, 9].

In addition, there are two recent methods proposed for loop ac-
tivation transcription, a task that involves estimating the locations
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in which loops occur throughout a piece of music. López-Serrano
et al. [10] proposed a method for decomposing loop-based EM us-
ing non-negative matrix factorization deconvolution (NMFD) [11]
to estimate spectral templates and rhythmic activations from mag-
nitude spectrograms. Following this work, Smith et al. [12] pro-
pose an alternative method to discovering loop activations of EM
using non-negative tensor factorization (NTF) [13]. While non-
negative matrix factorization approaches allow for separation of
mixed audio into the constituent loops of a music composition,
they rely on non-varying repetitions of loops and do not optimise
independence between learned loop representations.

As an alternative to the aforementioned approaches, which
seek to identify the instrument within a loop and its associated ac-
tivation, music auto-tagging is a multi-label classification task that
may be used to denote presence of an attribute or instrument. Pre-
vious approaches have applied standard Convolutional Neural Net-
works (CNNs) to this task [14, 15], while recent work has focused
on the application of musical knowledge for pitch and loudness
invariance through musically-motivated filter shapes [16]. Won et
al. [17] achieved state-of-the-art accuracy for auto-tagging by us-
ing data-driven Harmonic filters, a harmonically-stacked trainable
representation to preserve time-frequency locality in convolution
layers.

AIRC is a music auto-tagging task that estimates the pres-
ence of active instrumentation role groups (e.g., percussion, bass,
melody, chords, sound Fx) within audio recordings. Research in
AIRC has been facilitated by the development of the Freesound
Loop Dataset (FSLD), a large public collection of loops and corre-
sponding instrumentation role annotations from Freesound.1 Ching
et al. [18] benchmark AIRC performance of neural network and
non-neural network models on the non-sequenced loops of FSLD,
and achieve the current state-of-the-art performance using a Har-
monic CNN [17].

1.2. Motivation

As EM production (i.e., creation, selection, manipulation) is
guided heavily by aesthetic preferences, producers often select
sounds based on their function within loops. With a wide range
of traditional and synthesized timbres from which to select, in-
struments are often utilised outside traditional roles. We thus fol-
low the AIRC problem formalisation as represented in Ching et al.
[18], which associates instrumental roles with short loops. We ex-
pand on this approach by applying AIRC to full EM compositions,
in which multiple instrumentation roles (e.g., percussion, melody,
bass playing together) are often active. [18] observed that accuracy
and bias were reduced by the overuse of single labels, due to lim-
ited coverage of multi-label annotations in the FSLD. To mitigate
this imbalance, we introduce a novel data augmentation technique
to balance classes and experiment with several deep-learning ar-
chitectures and pooling operations, resulting in a state-of-the-art
AIRC system.

We then demonstrate the usefulness of AIRC in EM structural
analysis by comparing our system with previous approaches for
loop activation estimation. Additionally, the proposed AIRC sys-
tem is shown to derive key structural information from full-length
EM compositions in the form of instrumentation role activation
maps, which would be of use in tasks such automatic DJing [19],
mashups [20], and loop creation [4]. Finally, we show that the sys-
tem is capable of identifying percussion only passages and then

1https://freesound.org/

compare it against the previous state-of-the-art for breakbeat iden-
tification. For reproducibility, we provide open-source code for the
proposed data augmentation method and AIRC system.

The remainder of this paper is structured as follows: Section 2,
presents the proposed method for AIRC and loop activation tran-
scription. Evaluation methodology and the datasets used in this
study are detailed in Section 3 and the results and discussion are
provided Section 4. Conclusions and suggestions for future work
are presented in Section 5.

2. METHODOLOGY

In this study, several CNN architectures are evaluated to identify
the best system for AIRC. Each architecture utilises different con-
figurations of front-end filter shapes to learn a representation from
spectrograms and pooling operations that derive the final predic-
tions by summarising the information learned by the network.

As the data employed in AIRC contains different types of mu-
sical audio, from tonal melodies to noise-like sound Fx, this moti-
vates the experimentation of architectures aimed at different sound
classification tasks. Three front-end filter shapes are used: general
domain square filters, vertical filters [16] tailored towards classify-
ing the timbre of melodic instruments, and previous state-of-the-
art for AIRC—harmonic band-passfilters which capture harmonic
characteristics.

To improve the AIRC predictions, two methods for summariz-
ing the information learned in the final convolutional layers of a
CNN are investigated. The standard approach to is to use global
max-pooling (GMP); however, this infers strict assumptions about
the label characteristics of the data. In the closely related field
of sound event detection, auto-pooling has been proposed to auto-
matically learn the best suited operation by interpolating between
max-, mean-, or min-pooling during training. We implement both
GMP and auto-pooling and compare their performance for the task
of AIRC.

2.1. Implementation

Audio is input into the networks as a spectrogram representa-
tion, from which features are extracted through convolutional lay-
ers. Output predictions return values between [0., 1.] depicting the
presence of active instrumentation roles.

For each network, the input layer is a four-dimensional tensor
t ∈ Rb×w×h×c, with batch size b, number of frames w, number of
frequency bins h, and channels c. Following [16], each model uses
L2-norm regularization of filter weights to encourage loudness in-
variance with the exception to the harmonic CNN-based models,
which use a weight decay of 1e–4 [17].

2.1.1. Vertical filter network

The vertical filter network (VF-CNN) is based on the multi-layer
architecture in [16] for musical instrument recognition. Figure 2
provides an overview of the VF-CNN configuration. The input spec-
trogram is set to be of size 500 × 128 to accommodate for longer
observations of audio loops (see Section 2.2). The front-end uti-
lizes several vertical convolution filter sizes (black rectangles in
Figure 2) to efficiently model timbral characteristics present in the
spectrogram. Custom filter sizes are used to capture both wide
(e.g., bass, chords) and shallow spectral shapes (e.g, percussion).
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Figure 2: Block diagram showing the configuration of the vertical filter network with auto-pooling.

The numbers and sizes of filters used in the front-end are as fol-
lows: 128 filters of sizes 5× 1 and 80× 1; 64 filters of sizes 5× 3
and 80× 3; and 32 filters of sizes 5× 5 and 80× 5.

All convolutions in the front-end use same padding, and max-
pooling is applied to obtain a 16 × 16 summary of each feature
map. This is followed by two 2-D convolutional layers with batch
normalisation [21] and exponential linear unit (ELU) [22] activa-
tion functions. The first 2-D convolutional layer is followed by
strided (2, 2) max-pooling. After the final 2-D convolutional layer,
we experiment with two pooling operations to summarise the in-
formation learned by previous layers prior to predictions (see Sub-
section 2.1.4).

2.1.2. Square filter network

The square filter network (SF-CNN) contains four 2-D convolu-
tional layers with 128 small-rectangular filters of size 3 × 3 and
same padding. After each convolutional layer, batch normaliza-
tion is applied with an ELU [22] activation function. Each con-
volutional layer is followed by strided (2, 2) max-pooling, with
the exception of the final convolutional layer, which also uses one
of the two summarization pooling operations described in Section
2.1.4.

2.1.3. Harmonic CNN

In [18], AIRC was approached using a CNN with a data-driven
harmonic filter-based front-end (H-CNN) [17]. We re-implement
this architecture and use it as a baseline to test our proposed mod-
els. The input t is passed through a set of triangular band-pass
filters to obtain a tensor representing it as six harmonics. Har-
monic structure is captured by treating the harmonics as channels
and processed by a 2-D CNN. The CNN consists of seven convo-
lution layers and a fully connected layer. All but the final convolu-
tional layer is followed by 2×2 max-pooling, batch normalization
and a ReLU activation function. Global max-pooling is applied to
the final convolutional layer. The output layer is a 5-way fully-
connected layer with, a sigmoid activation function and a 50 %
dropout.

2.1.4. Summarization Pooling

We consider two pooling operations for summarizing the infor-
mation learned in the final convolutional layers: auto-pooling and
standard global max-pooling.

Auto-pool is a trainable pooling operator capable of adapt-
ing to data characteristics by interpolating between min-, max-, or
average-pooling [23]. For the configurations that use auto-pooling,
the final convolutional layer uses as kernel size (4,1). This is fol-
lowed by batch normalisation and a time-distributed dense layer
with a sigmoid activation function and r output nodes, where r is
equal to the number of classes. The output of the time-distributed
dense layer is fed to the auto-pooling operation, which produces
the final predictions.

For configurations that use GMP, the final convolutional layer
is summarised with global max-pooling and then fed to a fully-
connected output layer consisting of r output nodes, sigmoid acti-
vation functions and a 50% dropout.

2.1.5. Loss function

The loss function used for updating the parameters of each model
is binary cross-entropy (BCE). BCE can be calculated as:

BCE = − 1

N

N∑
i=1

yi · log( p(yi))+(1−yi) · log (1−p(yi)), (1)

where N represents the number of examples in the training set and
p(yi) s the predicted probability of the ith example.

2.2. Network Training

Input audio is pre-processed through resampling and conversion
to a spectrogram representation. Audio loops are resampled to
16kHz and the short-time Fourier transform (STFT) of each loop
is calculated using a window size of 512 samples and a hop size
of 256 samples. For the H-CNN, magnitudes of STFT are provided
as input to the model. For the SF-CNN and VF-CNN, the inputs are
log-scaled Mel spectrograms with 128 Mel-frequency bands.

All models are trained using the Adam optimiser [24] with a
learning rate 1e–4, where each iteration takes a mini-batch of 8
examples. All weights are initialized using He’s constant [25] to
promote equalized learning. Early stopping was used to complete
the training once the model performance ceases to improve over
15 epochs. The epoch that achieves the best accuracy on the vali-
dation set is used for testing.

2.3. Loop Activation Transcription

Loop activation transcription involves predicting the loop activa-
tions of instrumentation roles as they occur over time. Taking ad-
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vantage of the grid-based structure and consequently fixed tempo
of loop-based EM, we are able to use the proposed AIRC system
to analyse the loop structure of a given composition. The AIRC
system enforces separation between roles by design and does not
rely on loops being an exact repetition of themselves, thus making
it robust to variation such as automation and resequencing.

Instrumental role predictions for full EM compositions are ob-
tained by passing an audio file into the AIRC system in 4-bar
segments and assessing output activations. By segmenting a full-
length EM composition into 4-bar loops, on which we then per-
form AIRC, instrumentation role activations may be derived for
each loop, resulting in a form of EM transcription.

3. EVALUATION

The AIRC model presented in Section 2 is assessed through two
evaluations to determine: 1) AIRC performance using the various
configurations and augmented version of the FSLD, and 2) perfor-
mance for loop activation transcription.

3.1. Automatic Instrumentation Role Classification

3.1.1. Evaluation Methodology

The architectures (i.e., VF-CNN, SF-CNN, and H-CNN) and pool-
ing strategies (i.e., auto-pooling and GMP) presented in Section
2 are evaluated in order to determine the optimal configuration
for AIRC. Following [18, 26], we use two sets of performance
measurements: Area under receiver operating characteristic curve
(ROC-AUC) and area under precision-recall curve (PR-AUC). The
metrics were calculated on the test set for each of the models under
evaluation.

In [18], the authors also calculate the F1 score; however, we
omit this evaluation metric as it depends on a decision threshold
applied to the per-class output scores; whereas, ROC-AUC and
PR-AUC measure model performance globally, integrating all pos-
sible thresholds.

3.1.2. Augmented Freesound Loop Dataset

To train and evaluate the different models we use the Freesound
Loop Dataset (FSLD) [27], comprising of various loops uploaded
to Freesound [28] under Creative Commons licensing. Of the var-
ious annotations present within the FSLD, we use tempo, key and
loop instrumentation roles. The most important of which is the
instrumentation role—a multi-label annotation for which the pos-
sible roles are: percussion, bass, chords, melody, sound Fx and
vocals.

The original FSLD contains 2936 loops, of which 1531 have
only one instrumentation role and 1405 have more than one. As
can be seen from the class distribution in Table 1, the classes in
this dataset are heavily imbalanced.

Percussion 54.95 Fx 24.80
Bass 19.10 Melody 21.31
Chords 11.90 Vocal 2.29

Table 1: Distribution (%) of instrumentation roles in FSLD.

In order to adapt this dataset to our task, we apply modifica-
tions to the data. We first remove all vocal loops as they do not pro-
vide sufficient training and testing material. All remaining loops

are time-stretched to 120 beats per minute (BPM). Longer loops
are cropped to a length of 4 bars (i.e., 8 secs), while loops shorter
than 4 bars are cropped to either 1 or 2 bars and repeated to a length
of 4 bars. We separate loops which have multiple instrumentation
roles from those which only have one, and randomly select 70%
of each for training and 30% for validation and testing. From the
latter split, 60% are used for testing and 40% for validation.

Besides using the previously described training set of the
FSLD, we applied a data augmentation procedure to handle the
main imbalance issues on the dataset. These are 1) the lesser pres-
ence of loops with more than one instrumentation role (i.e., multi-
label) compared to the ones with just one role (i.e., single-label)
and; 2) the number of loops for each instrumentation role class,
shown in Table 2.

The data augmentation procedure utilises common production
techniques that are used in commercial music recordings including
key matching, tempo matching and the use of audio Fx such as
distortion, reverb and chorus.

Percussion 929 Fx 222
Bass 92 Melody 174
Chords 102

Table 2: Distribution of the loops with only one instrumentation
role in FSLD.

To balance the number of loops per class, we use an augmen-
tation methodology similar to the one proposed in Ramires et al.
[29]. The loops are processed through several effects, including
delay, bitcrusher, chorus, flanger, reverb, tube saturation and pitch-
shifting, resulting in 1000 loops for each of the r classes under
observation (r = 5), totalling 5000 loops.

We create multi-role data by overlapping loops from each aug-
mented single label class such that all single and combined classes
contain the same number of loops. We start by calculating the
possible combinations

(
r
k

)
, where k is the number of instrumen-

tation roles in the combination (2 ≤ k ≤ 5). To balance the
dataset in both the number of loops per instrumentation role and
in k, the number of augmented loops (5000) is divided by

(
r
k

)
to

obtain the number of loops required for each combination (e.g.,
for k=2, 5000/

(
r
k

)
= 500 for each combination of roles). The

final loops are then created by harmonically combining the single
instrumental role loops. We combine only loops with compatible
modes (e.g., Major with Major), and pitch shift the selected loops
to their average key.

Discarding the original multi-label loops of the training set,
this process results in a total of 25000 loops that can can used
for training. In order to evaluate the effect of this augmentation
procedure (Aug), we compare the accuracy of the models trained
with those trained with the original dataset (FSLD) on the same
test and validation data.

Percussion 27.59 Fx 23.17
Bass 20.33 Melody 18.15
Chords 10.77

Table 3: Distribution (%) of instrumentation roles in the test set.
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Model Dataset Pooling Param. PR-AUC ROC-AUC Bass Fx Perc. Chords Melody
H-CNN Aug GMP 3619986 59.18 77.34 40.30 57.05 94.60 47.92 56.01
H-CNN Pure GMP 3619986 61.83 80.39 53.65 42.21 94.10 60.30 58.89
VF-CNN Aug GMP 1098869 65.60 80.99 47.11 64.92 97.62 63.11 55.22
VF-CNN Pure Auto 1102394 66.98 82.52 57.59 66.43 95.75 50.37 64.77
VF-CNN Aug Auto 1102394 67.47 81.40 46.18 67.10 97.05 56.13 70.89
SF-CNN Aug Auto 313674 68.15 82.19 55.12 68.30 98.03 58.81 60.49
SF-CNN Aug GMP 445701 68.40 81.59 62.21 59.80 95.93 62.39 61.68
SF-CNN Pure GMP 445701 68.74 83.83 58.72 63.11 95.97 64.74 61.14
VF-CNN Pure GMP 1098869 70.62 85.72 53.83 71.73 97.84 64.90 64.78
SF-CNN Pure Auto 313674 71.28 85.12 57.76 59.18 95.98 73.20 70.30

Table 4: AIRC performance (%) and model size for each configuration, where bold indicates highest scores.

3.2. Loop Activation Transcription

3.2.1. Evaluation Methodology

To investigate the capacity of the AIRC system for transcribing
loop activations in EM compositions, we compare all the AIRC
configurations (Section 2). The best performing configurations are
then compared with the results of the previous approach to loop
activation transcription by Smith et al. [12].

As in [30, 12], we evaluate the loop activation predictions
against a ground truth in terms of accuracy. As accuracy expects
a binarised transcription, we use a repeated k-fold cross validation
together with a grid search to identify the best threshold for bi-
narising the predictions of each role. In order to investigate the
generalization of the proposed models, we use 2-fold cross vali-
dation repeated 10 times, where one fold is used as a validation
set to identify thresholds and the other is reserved for computing
accuracy against the ground truth. Thresholds for each class are
identified by performing a grid search over a range between 0.01
and 1 with a step size of 0.01, then selecting the thresholds which
provide highest accuracy on the validation set.

In [12], approaches which require the downbeat tracking are
considered guided. As our proposed approach requires BPM an-
notations for time-stretching, we only compare our models with
the guided algorithms.

3.2.2. Dataset

We apply our proposed models to the dataset used in [30, 12]. The
dataset consists of simplified EM compositions built by generating
templates similar to the ones in Figure 1 with 4-bar loops. We refer
to this as the Artificial dataset for the reason that the the loops are
repeated without variation, which would usually be achieved in
professional music through DAW techniques, such as automation
and resequencing.

The automatic arrangement method provided in [12] is used
to build 21 music compositions with seven genres and three
templates–composed, factorial and shuffled factorial. For the com-
posed template, loops are introduced and removed in an iterative
manner. The factorial template contains all possible combinations
of loops, arranged iteratively. The shuffled factorial template con-
tains the same loop combinations, with shuffled ordering. Facto-
rial and shuffled factorial datasets are useful for seeing how the
models perform on all of the loop combination possibilities for the
Artificial dataset, whereas composed layout is more representative
of typical EM compositions in regards to the way that loops are
iteratively introduced and removed throughout the composition.

Following the AIRC procedure, compositions are time-
stretched from their annotated tempo to 120BPM and divided into
4-bar loops, which are provided as input to the AIRC systems.

4. RESULTS & DISCUSSION

4.1. Automatic Instrumentation Role Classification

The models are evaluated using use the marco-average (MA) of
the PR-AUC and of the ROC-AUC as a global metric. For individ-
ual instrumentation roles, we only show the PR-AUC. Due to the
imbalance of the FSLD, which also affects the test set (Table 3),
MA is used to provide an average accuracy over each class.

Table 4 presents the results of our AIRC experiment for the
models discussed in Section 2, in which each model is presented
in ascending order of their average PR-AUC. The ROC-AUC per-
formance measure is consistently higher than PR-AUC; however,
this metric can lead to over-optimistic scores when the dataset is
unbalanced [31].

The best performing models w.r.t PR-AUC, are the SF-CNN
with auto-pooling (71.28%) followed by the VF-CNN with GMP
(70.61%). Both models surpass the current state-of-the-art, H-CNN
trained on FSLD (61.82%) by a substantial margin. The SF-CNN
mostly performs better than its VF-CNN counterpart. Vertical fil-
ters have been demonstrated to produce comparatively better re-
sults with tonal musical audio [32]; however, the results of our
evaluations suggest that square filters generalise better to the non-
standard types of audio associated with EM.

The overall best performing model in terms of PR-AUC is the
SF-CNN with auto-pooling trained on the Pure dataset. However,
by closely inspecting the results achieved for individual instrumen-
tation roles, it can be seen that it surpasses by almost 10% the
PR-AUC achieved by other models in the Chords class, while not
achieving such a high result in Bass, Fx and Percussion.

The highest performing instrumentation role for all models is
Percussion, which was expected due to this role having the largest
number of examples in the FSLD dataset. The roles that gener-
ally perform worst are Bass and Chords, which have the smallest
number of examples in the FSLD. The performance of Bass has
a considerable increase when using a combination of the SF-CNN
with GMP and augmented data. Additionally, Chords performs
significantly better when using the SF-CNN and auto-pooling con-
figuration trained with the Pure dataset.

The best three performing models in terms of PR-AUC are
trained on the Pure dataset, followed by the Augmented one. How-
ever, it can be seen that the Bass, Percussion and Melody roles tend
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to benefit from training with the Augmented dataset. As the con-
figurations perform better for different classes, it is possible to use
a combination of the models for classifying individual instrumen-
tation roles. This combination would lead to an average PR-AUC
of 75,213%, substantially surpassing each model.

4.2. Loop Activation Transcription

Table 5 presents the loop activation transcription results using the
AIRC configurations (Section 2) to transcribe the compositions in
the Artifical dataset. Each model is presented in ascending order of
their mean classification accuracy over the instrumentation roles.
Additionally, Table 5 provides the classification accuracy for each
individual role (Bass, Drums, Fx and Melody).

Model Data Pooling Mean Bass Drums Fx Melody
H-CNN Pure GMP 75.1 71.8 96.1 55.6 76.7
H-CNN Aug GMP 79.5 53.1 95.8 81.6 87.6
VF-CNN Pure Auto 80.2 63.7 98.6 63.1 95.3
VF-CNN Pure GMP 80.9 69.0 99.3 65.8 89.4
SF-CNN Pure Auto 81.0 66.9 97.3 71.6 88.4
SF-CNN Pure GMP 81.8 69.2 100.0 63.4 94.6
VF-CNN Aug Auto 82.5 74.2 99.7 79.7 76.6
VF-CNN Aug GMP 84.7 71.7 100.0 75.7 91.4
SF-CNN Aug GMP 86.2 71.7 100.0 79.6 93.2
SF-CNN Aug Auto 86.9 68.3 100.0 85.7 93.4

Table 5: Loop activation transcription accuracy (%) results for
AIRC configurations, where bold indicates highest scores.

The overall best performing model uses the SF-CNN with
auto-pooling configuration trained using the augmented dataset
(86.9%) followed by the SF-CNN with GMP (86.2%). For this
task, models trained with the augmented dataset generally appear
to outperform those trained with Pure dataset, which could be due
to the fact that the augmentation process ensures there is a bal-
anced distribution of all possible role combinations and it is com-
mon in the compositions for several roles to be active in a sin-
gle loop. Drums are classified most accurately for all model con-
figurations with four models achieving 100% accuracy. This is
expected as percussion has the largest number of samples in the
FSLD dataset, and is usually the most prominent element in EM
compositions. In some cases, the VF-CNN configuration seems to
improve performance of Melody and Bass roles, which could sug-
gest that the classification of roles containing melodic instruments
benefit from using vertical filters at the front end of the system.

Figure 3 presents loop activation transcription results for the
three template variations using our two best performing AIRC con-
figurations (i.e., SF-CNN-AUTO and SF-CNN-GMP) compared with
the NTF [12] and NMFD [10] methods previously proposed for
this task.

On a glance, we can see our architectures out perform the pre-
vious methods in regards to accuracy for the composed layout,
with SF-CNN-GMP (red) achieving the highest score. NTF (blue)
achieves the best performance for the factorial layouts closely fol-
lowed by our SF-CNN-AUTO architecture. Furthermore, the AIRC
system has a considerably faster runtime than NTF (∼30 secs per
composition) and NMFD (∼10 mins per composition). Predic-
tions for a full EM composition are calculated in under a second
using AIRC, which could be beneficial when analysing large col-
lections of music in DJ software. As mentioned in [12], an ad-

ditional shortcoming of the NTF and NMFD approaches is that
the algorithms depend on loop roles not co-occurring throughout
the composition. The proposed AIRC approach enforces indepen-
dence between the different roles, thus making it more suitable for
transcribing loop activations of real-world EM compositions, in
which loops often vary through automation and resequencing.

Figure 3: Loop activation transcription accuracy scores.

4.3. Real-world Scenario

Our approach to loop activation transcription with AIRC can be
applied to full-length, professionally produced EM, which has not
been explored in previous literature.

An instrumentation role activation map (IRAM) of the EM
composition Joyspark (2020) by Om Unit2 using the proposed
method for loop-based EM structure analysis (Section 3.2) is pre-
sented in Figure 4. For visualisation and comparison, we show a
log-scaled STFT power spectrum of the EM composition above
the IRAM. The IRAM allows us to visualise activations for each
role over the duration of the EM composition, where each square
is a measurement of four bars. Furthermore, we can see how each
role develops throughout the EM composition. For example, the
melody role activations progressively increase between bars 1–41,
which corresponds with a synthesizer arpeggio that is gradually
introduced by automating the cut-off frequency of a low-pass fil-
ter. Additionally, the chord role activations increase between bars
1–49 in correlation with the chords in this section that gradually
increase in volume. Activations for the percussion role also corre-
late well with the composition as can be seen between bars 49–81
and 97–129—the only sections that contain percussion. Finally,
the key structural sections of the composition are easily identifi-
able. For example, the introduction to the composition (bars 1–49)
begins relatively sparse in the composition and IRAM; whereas,
bars 49–81 and 97–129 are quite clearly the core of the piece—
that is, the most energetic sections of the composition typically
established by the drop [33].

Additionally, the transcription enabled by our system could
help EM producers identify sections of music that contain specific
roles. For example, this would be useful for finding breakbeats
(i.e., percussion-only passages) in digital music recordings [3].

2https://omunit.bandcamp.com
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Figure 4: Estimated loop activation structure of Joyspark (2020) by Om Unit using our proposed model. Log-scaled STFT power spec-
trogram of the EM composition (top) and estimated templates corresponding to the loop activations showing predictions for each class:
Chords (C), Melody (M), Sound Fx (F), Bass (B), and Percussion (P) at 4-bar intervals (bottom).

5. CONCLUSIONS

In this study, we have introduced a system for automatic instru-
ment role classification of loops that utilises a novel data augmen-
tation method and CNN-based architecture with auto-pooling. The
evaluation results show that we outperform previous state-of-the-
art performance in AIRC, allowing for a more reliable transcrip-
tion of loops in unstructured collections of audio. Furthermore, we
have introduced a deep learning approach for estimating the struc-
ture of loop-based electronic music and compared it with previous
loop activation detection methods. Our approach achieves com-
parable results while achieving a considerably faster computation
time.

The IRAM derived from our system has many potential use
cases in music production and performance. MIR tasks that rely on
structural information could benefit from this transcription (e.g.,
automatic DJing [19], music mashups [20]). The IRAM could be
used as a visual aid for DJs to anticipate upcoming sounds (e.g.,
drums, bass) or to help to identify key structural events in EM [33].

A possible direction for future research in this area would be
to train the system using a smaller timescale (e.g., 1-bar measures)
to achieve higher resolution transcription of instrumentation role
activations. Additionally, as no annotations for ground-truth in-
strumentation roles exist for real-world EM compositions, future
work could involve annotating a corpus of these recordings for the
evaluation of this task.
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