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ABSTRACT
Möbius transforms provide for the definition of a family of one-
step discretization methods offering a framework for alleviating
well-known limitations of common one-step methods, such as the
trapezoidal method, at no cost in model compactness or complex-
ity. In this paper, we extend the existing theory around these meth-
ods. Here, we show how it can be applied to common frameworks
used to structure virtual analog models. Then, we propose practi-
cal strategies to tune the transform parameters for best simulation
results. Finally, we show how such strategies enable us to formu-
late much improved non-oversampled virtual analog models for
several historical audio circuits.

1. INTRODUCTION

Audio physical modeling is one of the major topics in the music
technology community. Among approaches, physical models dis-
tinguish themselves relying on explicit representations of the phys-
ical quantities and their dependencies. We generally find a distinc-
tion between lumped systems and distributed systems. Here, we
focus exclusively on the former. Due to their nature, lumped sys-
tems can be characterized by variables solely dependent on time,
so that their behavior can be described through ordinary differen-
tial equations (ODEs). This formalism can generally apply to sys-
tems where the propagation speed of perturbations is large com-
pared to the system scale. Hence, it is adequate for electric cir-
cuit models, e.g., synthesizer effects, guitar effects and drum ma-
chines [1–3], and some mechanical models, e.g., loudspeakers [4].

Part of the literature focuses on the mathematical framework
used to analyze the system and structure its model, e.g., the state-
space, wave digital filter or the port-Hamiltonian formalism [3,
5, 6]. Another area of focus centers around how to represent the
continuous-time physical quantities and their behavior in discrete-
time context (i.e., discretization methods), e.g., numerical differ-
entiation, numerical integration, ODE linear solvers or nonlinear
discretization methods [7–12]. [13] introduced a family of dis-
cretization procedures parameterized following the Möbius trans-
form formalism. That family generalizes well-known one-step dis-
cretization methods, the trapezoidal and the Euler methods. Hence,
it has the benefit of similar simplicity to those methods, and pro-
vides a closed-form relation between instantaneous poles in the
original continuous-time system and its discrete-time model. It
also offers an avenue for mitigating issues encountered with the
trapezoidal method for stiff systems (i.e., with high-damping in-
stantaneous poles). [3, 14] then showed that the α-transform sub-
class lead to better performing models for some historical circuits.
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In this paper, we present systematic ways to analyze an audio
system to tune the Möbius transform parameters and yield a well-
behaving physical model. In Sec. 2, we review the theory and how
it apply to different model formalisms. In Sec. 3, we present vari-
ous tuning methods. In Sec. 4, we put our concepts in practice on
3 historical circuit architecture that use diodes as pseudo-switches.

2. THEORY

2.1. Discretization method

As described in [8, 13], Möbius transforms correspond to rational
mappings (γ1, γ2, γ3, γ4) in the complex plane C of the form

v 7→ (γ1v + γ2)/(γ3v + γ4), ∀v ∈ C, (1)

with γ1γ4−γ2γ3 ̸=0. It has 3 degrees of freedom since for χ∈C∗,
(χγ1, χγ2, χγ3, χγ4) and (γ1, γ2, γ3, γ4) make the same map-
ping. We know that applying methods such as the trapezoidal
method, i.e., the (standard) bilinear transform method [15], to lin-
ear time-invariant (LTI) systems can be fully characterized as such
a mapping between the s- and z-planes. That mapping describes a
bijective relation between the poles/zeroes of the continuous-time
system and its discrete-time model. This provides a blueprint for
interpreting any mapping coefficient set as a discretization [8, 13].
In the general case of an ODE system ẋ(t)=g(t,x(t)) (with time
t, state vector x and nonlinear function g), we have 2 options. We
can follow a trapezoidal rule-like approach, leading to

γ1xd[n] = −γ2xd[n−1]
+[γ3 g(tn,xd[n]) + γ4 g(tn−1,xd[n−1])], (2)

where tn=nTs, with Ts the fixed time step between state updates,
and xd the model state vector. Here and in the rest of the paper,
we use subscript d to identify equivalent discrete-time variables.
We can also follow an equally valid implicit midpoint rule-like
approach [16, 17], leading to

γ1xd[n] = −γ2xd[n−1]
+ g(γ3 tn+γ4 tn−1, γ3 xd[n]+γ4 xd[n−1]). (3)

Discretization methods generally take forms where γ1=1/Ts.
Moving forward, we will make that assumption, though extending
our results to γ1 ̸= 1/Ts is straightforward. Then, for legibility,
we will mostly denote the mapping parameters (γ1, γ2, γ3, γ4) as
(1/Ts, a1/Ts, b0, b1) with b0, b1 and a1 dimensionless. We also
propose the following taxonomy for mapping subclasses. Among
mappings with 1 degree of freedom, we find the parametric bilin-
ear transforms ( 1

Ts
,− 1

Ts
, T
2Ts

, T
2Ts

) for T > 0 [15, 18], and the
α-transforms ( 1

Ts
,− 1

Ts
, 1
1+α

, α
1+α

) for α ≥ 0 [13]. And among
mappings with 2 degrees of freedom, we propose the parametric
α-transforms ( 1

Ts
,− 1

Ts
, T/Ts

1+α
, αT/Ts

1+α
) for α≥ 0 and T > 0 [8],

and the αβ-transforms ( 1
Ts

,− β
Ts

, 1
1+α

, α
1+α

) for α≥0 and β≥0
[8]. Each subclass offers a different proposition for the design and
optimal tuning of a stable and effective s-to-z mapping.
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2.2. Conjugate methods

Eq. (2) corresponds to the class of linear one-step methods, a sub-
class of the linear multistep methods [19]. As such, it could appear
better suited to generalize existing formalisms (e.g., the nodal K-
method [20]) that are derived following a linear one-step method,
generally the trapezoidal rule. However, we know that the im-
plicit midpoint rule is the conjugate method of the trapezoidal
rule [16, 17], which means that the simulation of a system based
on one of the rule can be derived from simulation using the other
rule. We show that this property extends to all mappings, meaning
Eqs. (2) and (3) are conjugate methods. For simplicity, we prove
it for the scalar nonlinear ODE ẋ(t) = g(t, x(t)) with initial con-
dition x(0)=x0. Applying Eq. (3) gives the update equation

xd[n+ 1] = −a1xd[n]
+ Tsg(b0tn+1 + b1tn, b0xd[n+ 1] + b1xd[n]), (4)

with xd[0]=x0. If we set yd[n]=b0xd[n]+b1xd[n−1], we get

yd[n+ 1] = −a1yd[n] + b0xd[n+ 1]

+ b1xd[n] + b0a1xd[n] + b1a1xd[n− 1]

= −a1yd[n]+
[
b0g(b0tn+1+b1tn, yd[n+1])

+ b1f(b0tn+b1tn−1, yd[n])
]
,

(5)

meaning the yd update follows Eq. (2). We then only need to
find the proper initial condition yd[0]. Manipulating the relations
above, we can show that yd[0] solves the implicit equation

b1Tsg(−b1Ts, yd[0])− a1yd[0] = (b1 − a1b0)xd[0]. (6)

Hence, with a system solving the ODE using Eq. (2) with
the proper initial condition in Eq. (6), we can easily get a se-
quence following the midpoint-like update in Eq. (3). Hence, go-
ing forward, we only discuss discretization using a linear one-step
method, knowing we can use the result to form a model for its con-
jugate method as well. Additionally, this derivation extends triv-
ially to the multidimensional case, and the state-space form even if
the input variable is considered independent of t (such as in [17]).

2.3. Model formalisms

2.3.1. State-space model

A formalism found in the literature is the state-space form. It dif-
fers from the ODE formalism by treating the input u and output y
as independent variables with, for g and h nonlinear functions{

ẋ(t) = g(t,x(t),u(t)),
y(t) = h(t,x(t),u(t)).

(7)

To discretize the 2nd (static) line, we just swap the continuous-
time signals by their discrete-time sequences. For the 1st line, we
need a discretization method. With the linear one-step method in
Eq. (2), we get the formula used in the case studies in Sec. 4, i.e.,

xd[n] = −a1xd[n− 1] + Ts

[
b0 g(tn,xd[n],ud[n])

+ b1 g(tn−1,xd[n− 1],ud[n− 1])
]
.

(8)

Note that, if we use instead the midpoint-like approach (i.e.,
Eq. (3)), the exact formula depends on whether we treat u as inde-
pendent variable. For the typical independent case [17], we get

xd[n] = −a1xd[n− 1] + Ts g
(
b0 tn + b1 tn−1,

b0 xd[n] + b1 xd[n− 1], b0 ud[n] + b1 ud[n− 1]
)
.

(9)

Alternatively, in ODE formalism, with the non-state variable
u as a dependent variable of t, the update is written instead as

xd[n] = −a1xd[n− 1] + Ts g
(
b0 tn+b1 tn−1,

b0 xd[n] + b1 xd[n− 1],u(b0 tn+b1 tn−1)
) (10)

We then need to decide how to represent the u(t) to obtain
u(b0tn+b1tn−1) with various options for signal sampling and/or
interpolation [8]. Note that the treatment of u has no impact on
the design approach discussed forward since the criteria all revolve
around pole placement, which depend mostly on how x is treated.

2.3.2. Nodal K-method

The nodal K-method allows to model audio circuits with only static
nonlinearities f between voltages v and currents i of individual
branches. In [20], it is laid out for the backward Euler method. We
show how to derive it for a general mapping, starting from ẋ(t) =Ax(t) +Bu(t) +Ci(t),

i(t) = f(v(t)), v(t) = Dx(t) +Eu(t) + Fi(t),
y(t) = Lx(t) +Mu(t) +Ni(t).

(11)

In the K-method, we treat the branch currents i and voltages
v as ancillary variables. For the 3 bottom (static) equations, we
again just swap the continuous-time signals by their discrete-time
sequences. Then, applying the mapping, the top equation becomes

(I−b0TsA)xd[n+1]=(b1TsA−a1I)xd[n]+b1TsBud[n]

+b0TsBud[n+1]+b1TsCi[n]+b0TsCi[n+1].
(12)

We can then apply a process paralleling the one in [20] to solve
it using the K-method. With H = (I− b0TsA)−1, we get

xd[n+1] = H(b1TsA−a1I)xd[n]+b0TsHBud[n+1]
+b1TsHBud[n]+b0TsHCid[n+1]+b1TsHCid[n]. (13)

We can then express id[n+1] as

id[n+ 1] = f
(
DH(b1TsA− a1I)xd[n]

+ (b0TsDHB+E)ud[n+ 1] + b1TsDHBud[n]

+ (b0TsDHC+ F)i[n+ 1] + b1TsDHCi[n]
)
. (14)

We can then define K = b0TsDHC+ F and

pd[n+1] = DH(b1TsA−a1I)xd[n] + b1TsDHBud[n]

+(b0TsDHB+E)ud[n+1] + b1TsDHCi[n],
(15)

in which case, we find the expected relation

id[n] = f(pd[n] +Kid[n]). (16)

From there, all the subsequent derivations in [20] apply to
solve this equation and update the state and the output variables.

2.3.3. Nodal discrete K-method

The nodal discrete K-method overcomes issues in the nodal K-
method when the circuit conductance matrix happens to be singu-
lar. The method relies on using the companion models of the ca-
pacitor and inductor. [20] details how it works for the trapezoidal
rule, we extend the formalism to any mapping: denoting xd the
equivalent source variable, the companion model then becomes

xd[n+ 1] = −a1xd[n] + Ts[b0ẋd[n+ 1] + b1ẋd[n]]. (17)
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Thus, with Cv̇(t) = i(t) and Li̇(t) = v(t) respectively the
continuous-time branch equations for a capacitor of capacitance C
and for an inductor of inductance L, we get the companion models

Id[n] =
C
Ts

(
1
b0

− a1
b1

)
vd[n]− b1

b0
Id[n− 1], (18)

with Id[n] = id[n]− C
Ts

a1
b1
vd[n] (the so-called equivalent source

current) for capacitors, and

Vd[n] =
(
1− a1b0

b1

)
vd[n]− a1Vd[n− 1], (19)

with Vd[n] = vd[n]− L
Ts

a1
b1
id[n] (the so-called equivalent source

voltage) for inductors. Note that these expressions are not valid
for purely explicit (i.e., b0=0) or implicit (i.e., b1=0) mappings,
so that the framework detailed in [20] only applies for cases where
we have b0, b1 ̸=0. Additionally, the Möbius transform condition
b0a1−b1 ̸=0 means that the term in vd[n] is never zeroed out. Both
Eqs. (18) and (19) then follow the companion model form showed
in [20] for state update equations, i.e., xd[n]=gvd[n]+sxd[n−1],
with xd as Id for capacitors and Vd for inductors, and g and s as
matched in Eqs. (18) and (19). Then, the rest of the derivation
in [20] for the trapezoidal rule applies and we can form a discrete
K-method system for any mapping as well.

2.3.4. Wave digital filters (WDF)

For completeness, we summarize here the results from [3] on ap-
plying any mapping in the WDF formalism. Note that since a and
b are traditionally used to denote wave variable in this formalism,
we revert in this section only to the γ notation for mapping vari-
ables so as to avoid confusion. For linear discretization methods,
the formalism only requires to figure out the update equations for
reactive elements. For audio circuits, this generally means deriv-
ing the capacitor and the inductor equations. In the case of volt-
age waves, these equations are the one converting incident waves
ad[n] = vd[n]+Rpid[n] (with vd the voltage across the element,
id the current through it and Rp the port resistance) into reflected
waves bd[n]=vd[n]−Rpid[n]. Thus, based on the equations for a
capacitor and an inductor (see Sec. 2.3.3), we get

bd[n+ 1] = − γ4+RpCγ2

γ3+RpCγ1
bd[n] +

γ3−RpCγ1

γ3+RpCγ1
ad[n+ 1]

+
γ4−RpCγ2

γ3+RpCγ1
ad[n] (20)

for the capacitor and for the inductor

bd[n+ 1] = −Lγ4+Rpγ2

Lγ3+Rpγ1
bd[n] +

Lγ3−Rpγ1

Lγ3+Rpγ1
ad[n+ 1]

+
Lγ4−Rpγ2

Lγ3+Rpγ1
ad[n]. (21)

One core principle in the WDF formalism is port adaptation,
i.e., removing the dependency of bd[n+1] to ad[n+1] by setting
Rp>0. As noted in [3], this means γ3=0 (i.e., explicit mappings
such as forward Euler) and γ1 = 0 are disallowed. As mentioned
earlier, all discretizations in the literature verify that latter condi-
tion. Also, note these are the same conditions we found for the
nodal DK-method in Sec. 2.3.3, and that, with γ1γ4−γ2γ3 ̸= 0,
the dependency between bd[n+1] and ad[n] is guaranteed. Then,
the adapted capacitor equation with Rp=γ3/(Cγ1) is

bd[n+ 1] = γ1γ4+γ2γ3
2γ1γ3

bd[n] +
γ1γ4−γ2γ3

2γ1γ3
ad[n]. (22)

and the adapted inductor equation with Rp=Lγ3/γ1 is

bd[n+ 1] = − γ1γ4+γ2γ3
2γ1γ3

bd[n] +
γ2γ3−γ1γ4

2γ1γ3
ad[n]. (23)

2.3.5. Generalized state-space

[5] proposed an alternative to solve equations in state-space form.
They show that many audio circuits follow equations of the form{
u(t)=Mvv(t)+Mii(t)+Mxx(t)+Mẋẋ(t)+Mqq(t),

0=f(q(t)), 0 = Tvv(t), 0 = Tii(t).
(24)

We treat the 3 bottom static equations similarly as in Sec. 2.3.2.
[5] then details how the approach applies to the 1st line for the
trapezoidal rule, we extend it to all mappings. The first step is to
define canonical states. For a generic mapping, the canonical state
definition becomes x[n]=xd[n]−(Tsb1/a1)ẋd[n] so that, with{

(b0 − b1/a1)xd[n] = (x[n] + a1x[n− 1])/Ts,
(b0 − b1/a1)ẋd[n] = b0x[n] + b1x[n− 1],

(25)

we can form{
Mx′ = (Mẋ/Ts + b0Mx)/(b0 − b1/a1),
Mx = (a1Mẋ/Ts + b1Mx)/(b0 − b1/a1),

(26)

that is well-defined for any valid mapping (i.e., a1b0 − b1 ̸= 0) so
that the update for the linear elements is

Mxxd[n− 1] + ud[n] = Mvvd[n] +Miid[n]

+Mx′xd[n] +Mqqd[n]. (27)

It then matches the form in [5] and is solved similarly.

3. PRACTICAL TUNING

3.1. Instantaneous poles

When discretizing LTI systems with Eq. (2), Eq. (1) shows the
mapping between system and model poles/zeroes. However, no
such relation exists for nonlinear systems. A typical approximate
workaround is to use the “instantaneous” poles of the system (e.g.,
ẋ(t) = g(t,x(t))) found by linearizing it around an operating
point (e.g., x0) [13], as

ẋ(t) ≈ g(t,x0) + (x(t)− x0)∇xg(t,x0), (28)

where ∇xg is the gradient of g with respect to x. The instanta-
neous poles are then the eigenvalues of ∇xg(t,x0). Examining
these can help studying model stability, by checking whether they
leave the stability region. They can also be used examine and com-
pare pole trajectories between model and system [13]. However,
systems often quickly move away from the operating point and the
linear approximation is only valid over small time intervals. In
some ways, this parallels issues encountered in time-varying filter
design [21]. Still, it is a primary tool to tune discretizations.

In general, most of the locations in the (t,x0) space are ir-
relevant for system analysis, since most of are never visited by
the system. Hence, a tractable analysis must rely on some under-
standing of the system usage to find relevant locations where to
compute instantaneous poles. At the present, we are not aware of
any general way of finding these. In particular, even if an exhaus-
tive knowledge of the pole trajectories of a system are known, we
must note that model and system generally visit different trajecto-
ries due to the modeling error, such that the “true” instantaneous
poles provide a biased view of the model dynamics. In the typi-
cal case where the time-varying part of the system corresponds to
the input signal u(t), i.e., the system is ẋ(t) = g(x(t), u(t)), the
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choice of a relevant input u(t) (or class of inputs) can result in a
widely different set of trajectories and instantaneous poles. Be-
low, we propose strategies determine relevant instantaneous pole
locations for system analysis and discretization tuning.

3.2. System equilibria

Many autonomous systems ẋ(t)=f(x(t)) will tend towards equi-
librium (“steady-state”) points xeq which, by definition, will ver-
ify 0=f(xeq). Time-invariant systems ẋ(t)= g(x(t), u(t)) can
also have temporary equilibria, e.g., when fed a constant input sig-
nal u0 for a period of time, the system can tend towards an equi-
librium verifying 0 = g(xeq, u0). As we will see in Sec. 4, this
scenario can apply to audio systems when their input signals cor-
respond to step functions and/or rectangular pulses, i.e., piecewise
constant, and create temporary equilibria. One approach to find
relevant instantaneous pole locations is then to use the equilibria
xeq as operating point to derive the linearized approximate system
in Eq. (28) and then the eigenvalues of ∇xg(xeq, u0). [13] follows
that method to find highly damped poles (in our context, highly
damped means a damping much greater than 1/Ts) and design a
damping-monotonicity preserving α-transform.

3.3. Pole analysis for autonomous systems

The first approach can fall short of capturing the needed informa-
tion on the system dynamics by focusing solely on its behavior
around equilibria. However, [17] and Sec. 4 show how some au-
dio systems become stiff (i.e., have highly damped instantaneous
poles) while far from an equilibrium, so that knowledge of tran-
sient trajectories becomes necessary to properly design a good dis-
cretization method. For autonomous systems, if we have an idea of
the general range of values for the variables x, we can investigate
the general behavior of ∇xf(x) over that range. Time-invariant
systems can also be treated as temporarily autonomous for con-
stant input signals as ẋ(t) = g(x(t), u0). In that case, we also
need to know the range of expected values for u0, in order to ex-
amine a tractable set of gradients ∇xg(x, u0). [17] shows an ex-
ample of such analysis. In practice, this approach can be limited as
examining full ranges of variables can quickly become intractable.
A possible simplification is to look only at the extreme values of x
(and u if relevant), though that might remove important informa-
tion about intermediary points, and extreme values in all variables
do not necessarily happen simultaneously in normal system behav-
ior. We found empirically that this approach often overestimates
damping for the most highly damped poles of the system, resulting
in overly conservative, and hence rather poorly tuned methods.

3.4. Pole analysis using discretization approximations

To circumvent the limitations of the tuning approaches above, we
propose instead to estimate relevant instantaneous pole locations
using well-known fixed-variable discretization methods on the sys-
tem. The process is then to look at short response sequences xd[n]
under (optional) relevant input sequences ud[n] for such a dis-
cretized model of the system under a scenario of interest. We then
perform an estimate of the instantaneous pole locations by looking
at the values of ∇xf(tn,xd[n]) (or ∇xg(xd[n], ud[n])). In cases
where the number of relevant sequences ud[n] to test is reasonably
small (see Sec. 4), we can then quickly collect a set of relevant in-
stantaneous pole estimates that can then be used to apply the cho-
sen design criterion and form the final model. In particular, we
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Figure 1: Pulse shaper circuit (left) and its equilibrium voltage veqC
for constant input voltages e0 between 0 to 6V (right).
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Figure 2: Voltage vC and pole damping for a backward Euler
model of the pulse shaper. We start from a steady-state at n= 0
corresponding to e0={1V, 3V, 5V}, then e[n]=0V for n>0.

find that the backward Euler method, being an L-stable method,
allows to generate good estimates for relevant locations for the in-
stantaneous poles with higher damping we may encounter, while a
bilinear transform (i.e., trapezoidal rule) simulation provides good
estimates of relevant locations for the poles with lower damping.

4. CASE STUDIES

We apply the principles outlined above to design improved dis-
cretized models for several historical circuits that use the popular
approach of using diodes as pseudo-switches: depending whether
they are conducting or not, they “switch” on or off circuit sec-
tions. Such property is found especially in circuits that perform
an “envelope-shaping” task: a very simple input voltage signal
(e.g., rectangular pulse) gets “shaped” into a more complex output
signal shape. Diodes acting as switches create a nonlinear effect
resembling time-varying filtering with the filter changing between
phases where the diodes conduct or block current, generating more
complex shapes than possible through linear filtering alone. Gen-
erally, diodes change state between conducting and blocking only
a few times over the course of a sonic “event”, so that the circuit
mostly behaves as a linear system except for these changes of state.
Hence, oversampling is an unnecessarily costly procedure as the
linear segments are generally well modeled at the regular sampling
rate. Instead, our framework offers a computationally efficient ap-
proach, allowing for fast and accurate simulations of the linear seg-
ments, while avoiding issues with the spurious oscillations of bilin-
ear transform models when the diode state changes [13]. Indeed,
the instantaneous poles of the system often become highly damped
when a diode switches from blocking to conducting. Here, we ex-
emplify how to properly tune the α-transform using the damping
monotonicity criterion in [8, 13], i.e., for the estimated maximum
damping σ of a real pole, we set α=−1/(1+Tsσ).

4.1. TR-808 bass drum pulse shaper

This circuit is part of the TR-808 drum machine bass drum mod-
ule where a saturating diode is added to an RC high-pass circuit
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Figure 3: Pulse shaper output and pole damping for a 1ms input
pulse at 1V (top) and 2V (bottom). We show a bilinear transform
model (blue) and a tuned α-transform model for α= 0.0263 (or-
ange) at 44.1 kHz, and an “analog” high-resolution model (black).

(see Fig. 1). It converts an input rectangular pulse into an expo-
nentially decaying envelope signal. The diode acts as a switch,
blocking the negative pulse shape that would be created at the in-
put release. The input signal corresponds to the voltage source e
and the output signal to the voltage vO across resistor R162. [3]
showed how the α-transform alleviates undesirable behaviors of
the bilinear transform model, which displays a spurious envelope
peak. However, rather than use our approach, α was tuned by
running full simulations for several α values, picking the one that
empirically minimized the response error. Here, we show how to
leverage the theory presented above and in [13] to find a tuned α.

4.1.1. Circuit analysis

The behavior of the system is described through the state-space
equation describing the voltage across the capacitor

v̇C =
e

R162C40
− vC

(R162||R163)C
− 1

C
fD(vC − e). (29)

with || the circuit parallel composition operation. To analyze the
instantaneous poles of the system, we use the diode companion
model, i.e., we linearize the diode response around its instant volt-
age ṽD . For a general diode model iD = fD(vD), the model is

iD ≈ fD(ṽD)︸ ︷︷ ︸
ID

+(vD − ṽD) · ∇vfD(ṽD)︸ ︷︷ ︸
1/rD

. (30)

In the Shockley model [22], we get iD=Is(exp(ṽD/VT )−1)
with Is and VT respectively the saturation current and the thermal
voltage, so that ID is equal to Is(exp(ṽD/VT )−1) and rD is equal
to (VT /Is) exp(−ṽD/VT ). Then, Eq. (29) becomes

v̇C =
e

(R162||rD)C40
− vC

(R162||R163||rD)C40
− ID

C40
, (31)

and the only instantaneous pole is given by

p = −1/((R162||R163||rD)C40). (32)

Hence, we see how, on the pulse release, a negative spike in the
output vO =e−vC (i.e., any sudden drop of the source voltage e)
drives the value of rD towards 0, resulting in a significant increase
of the pole damping. Since the circuit is designed to operate as a
pulse shaper, such drops of input voltage e are a necessary feature
of this circuit and must be taken into account in the model design.

4.1.2. Instantaneous pole estimates

To tune an α-transform that enforces damping monotonicity (see
[13]), we need some knowledge about the locations of the instan-
taneous poles with higher damping we expect to encounter. [3]
specifies that, in its normal mode of operation, (a) the pulse shaper
should be fed positive rectangular pulses of about 1ms, (b) while
the input positive pulse is on, the system responds generally as a
regular linear RC low-pass circuit (with the diode blocking), cre-
ating an exponential pulse decaying fast to an equilibrium as the
charge in the capacitor stabilizes, and (c) when the positive pulse
ends, the capacitor start discharging, and the diode temporarily be-
comes passing (rD≪1), moving the instantaneous pole in the stiff
region (i.e., the region of poles with high damping). This causes
the bilinear transform model to exhibit an extra pulse.

From these empirical observations, the problematic case that
our approach must address are the end of input pulses, generally
after the system has (almost) reached his temporary equilibrium
state as dictated by the pulse amplitude. As outlined in Sec. 3.4,
we propose to analyze the locations of the instantaneous pole with
higher damping through observing the first 10 steps of the back-
ward Euler model of the system. First, we compute the equilibrium
voltages for when the circuit is under a constant loading voltage
e0. This equilibrium can be found through root-finding after set-
ting v̇C = 0 in Eq. (29). The solutions for voltages e0 between
0V and 6V is shown in Fig. 1. We see that the relation between
e the equilibrium capacitor voltage veqC is roughly linear, matching
the intuition that, since the diode is blocking for positive loading
voltages, the circuit essentially behaves linearly (with the diode re-
placed by an open branch). From these equilibria, we then simulate
the system when e drops back to 0V (the pulse downward step) us-
ing a backward Euler model at fs=44.1 kHz, and we estimate the
instantaneous pole from the system Jacobian (see Eq. (32)) at the
voltages vC visited by the model, as seen in Fig. 2. From there, we
find the maximum estimated damping (here found at n= 1), and
apply our criterion α=−1/(1+Tsσ) [13] to get a tuned α.

4.1.3. Simulation results

We compare simulations of the pulse shaper using a bilinear trans-
form model and an α-transform model at sampling fs=44.1 kHz
(Ts ≈ 22.67 µs). We tune α following the maximum damping
found in the backward Euler simulation of a downward input volt-
age step down from e0 =2V, i.e., α=0.0263. We simulate two
1ms (i.e., 44 samples) pulses, at 1V and 2V (see Fig. 3). For
reference, we show the result of a high-resolution “analog” simu-
lation using the Matlab solver ode15s set to make the (adaptive)
simulation time step to go as small as necessary to reach the min-
imum error tolerance allowed, with the “continuous-time” input
voltage set as the linear interpolation of the discrete-time pulse.

As we can see, and as seen in [3], the high damping of the
system instantaneous pole results in a spurious pulse for the bi-
linear transform, along with an inversion of the model damping
curve compared with the “analog” reference. This pulse becomes
stronger and stronger as the input pulse intensity increases. On the
other hand, the α-transform model optimized for 2V successfully
simulates the system for both input pulses, with a good match in
the instantaneous pole trajectories as well, especially in the stiff
region. This also shows our α can deliver good results for slightly
different running conditions, even as the optimal α for 1V would
be higher. In the non-stiff region, the α-transform pole is slightly
underdamped compared to the “analog” reference and the bilin-
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Figure 6: Damping for poles p± of the envelope follower for a
10ms input pulse at 100mV.

ear transform, but that error results in little effect on overall model
accuracy. Further improvement may be achieved with the paramet-
ric α-transform or the αβ-transform and their degrees of freedom
matching that pole location (p≈−1/((R162||R163)C40)) on top
of controlling damping monotonicity.

4.2. DOD FX-25 envelope follower

Next, we study the envelope follower circuit of a DOD FX-25 gui-
tar pedal clone presented in [14]. The qualitative behavior of the
circuit is as follows: the input is first equalized by a linear input
filter which is the combination of a 1st-order high-pass filter and a
1st-order high-shelf filter. The equalized signal is then use as exci-
tation signal for a nonlinear circuit. This two-diode circuit creates
a two-stage decaying exponential envelope response as the diodes
switch from blocking to passing, or from passing to blocking. This
creates two instants where the system instantaneous poles move
into the stiff region. The transfer function of the linear section can
be found in [14], we focus here on analyzing the nonlinear section.

4.2.1. Circuit analysis

The nonlinear section of that circuit is shown in Fig. 4, where the
input voltage e corresponds to the output of the linear section [14].
Its output corresponds to the total current iD flowing through the
voltage sources VD , which is split equally as R12=R13. Note that
these sources are not physical sources but simplified equivalents of
the circuitry associated with 2 operational transconductance ampli-
fiers. The output iO is then expressed as

iO = iD = (vC7 − VD)(1/R12 + 1/R13). (33)

The 2 diodes allow for 3 different regimes in the circuit. When
a positive transient is applied to the circuit, the diode D2 becomes
conducting, allowing for the rapid charging of capacitor C6 and
C7 which then become vanishing voltage sources once the input
transient is done. Similarly, the diode D1 becomes conducting
for negative transients, but in this case, only the capacitor C6 gets
charged during that transient. In the absence of transients, both
diodes are blocking, so that the dynamics of the circuit are essen-
tially driven by the capacitor energy being released and dissipated
through the circuit resistors. The behavior of the nonlinear circuit
is then described through the state-space system

v̇C6 = 1
C6

fD(e− vC6 − vC7)− 1
C6

fD(vC6 − e),

v̇C7 = 1
C7

fD(e− vC6 − vC7) +
VCC
R9C7

+ VD
(R12||R13)C7

− vC7
(R9||R12||R13)C7

.

(34)

To analyze the instantaneous poles, we again use the diode
companion model leading to the linearized state-space system

[
v̇C6

v̇C7

]
=

A︷ ︸︸ ︷[
− 1

(r1||r2)C6
− 1

r2C6

− 1
r2C7

− 1
(R9||R12||R13||r2)C7

][
vC6

vC7

]

+

[ 1
(r1||r2)C6

0 0

1
r2C7

1
R9C7

1
(R12||R13)C7

] e
Vcc

VD

+

[
− 1

C6

1
C6

0 1
C7

][
I1
I2

]
.

(35)

We know that the behavior of the system is strongly tied to
the instantaneous poles of the system, i.e., the eigenvalues of A.
Denoting Rp = (R9||R12||R13), the poles p± are solutions of

p2± +
(

1
(r1||r2)C6

+ 1
(Rp||r2)C7

)
p± +

r1+r2+Rp

r1r2RpC6C7
= 0. (36)

Note that the discriminant ∆ can be written as

∆ =

(
1

(r1||r2)C6
− 1

(Rp||r2)C7

)2

+
4

r22C6C7
> 0, (37)

showing that the instantaneous poles of the system are always real.
Finally, we can use the fact that the discriminant is such that

√
∆ <

1

(r1||r2)C6
+

1

(Rp||r2)C7
, (38)

to prove that the instantaneous poles of the system are always neg-
ative, which is expected since the system is composed of passive
elements. The instantaneous poles of the system are then given as

p± = − 1
2

(
1

(r1||r2)C6
+ 1

(Rp||r2)C7

)
± 1

2

√(
1

(r1||r2)C6
+ 1

(Rp||r2)C7

)2

− 4
r1+r2+Rp

r1r2RpC6C7
,

(39)

with p− always the pole with higher damping.

4.2.2. Empirical analysis

We simulate the full system, including the linear stage, as de-
scribed in [14]. However, we focus the analysis of the system in-
stantaneous poles on the nonlinear section alone, as the two stages
are decoupled by an operational amplifier. Additionally, the highly
damped instantaneous poles of the system generally occurs in the
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Figure 8: Output vO and damping of the highest-damped pole of
the bass drum voice for a 1ms input pulse at 2V. We show a
bilinear transform model (blue) and a tuned α-transform model for
α=0.0162 (orange) at 44.1 kHz, and an “analog” high-resolution
model (black).

nonlinear stage as the two diodes switch from blocking to pass-
ing in the presence of transients. We run a rising step function of
amplitude 100mV through a backward Euler model of the sys-
tem, and find an optimized α = 0.0424 for a sampling rate of
fs=44.1 kHz based on the maximal instantaneous pole damping.
We then simulate the response of a bilinear transform model and
the α-transform model to a 10ms-long rectangular pulse, as sug-
gested in [14]. The intensity of the pulse is set at 100mV. For
reference, we also show the result of the high-resolution simula-
tion obtained using the Matlab numerical solver ode15s where
the continuous-time input voltage is set as the linear interpolation
of the discrete-time pulse. The output current iO of these mod-
els is shown in Fig. 5. We see that the bilinear transform model
widely overshoots the response of the “analog” model on the up-
ward step of the pulse. That error actually creates a second issue
on the downward step of the pulse, where due to the distorted state
of the model variables, the increase in damping of the poles cre-
ates a second spurious increase in the output current that is not
qualitatively present in the “analog” model response. A better un-
derstanding of the source of that distortion can be observed in the
location estimates of the instantaneous poles with higher damping
as shown on top in Fig. 6. We see how the instantaneous pole for
the bilinear transform fails to follow the “analog” one, resulting in
underdamped poles and, consequently, the spurious behavior in the
output. As for the second pole shown in Fig. 6, while its general
trend is qualitatively correct, its timing is distorted by the ampli-
tude distortion in the model. On the other hand, the α-transform
approach manages to closely follow the target pole trajectories and
qualitatively match the expected system output. Again, as in the
case of the pulse shaper, the poles are generally slightly under-
damped but without significant consequences on model accuracy.
Some of that distortion could be mitigated through the use of the
free parameter in the parametric α-transform. On the other hand,
using the αβ-transform would be much riskier, as we see that the
second pole has very small damping at its rest equilibrium (see
samples before t = 0) and setting β any higher than 1 would pro-
duce in a conditionally stable model.

4.3. Keio Mini Pops 7 bass drum voice circuit

The Mini Pops 7 (MP-7) [23] is another early analog drum ma-
chine, released in 1966 by Keio. We focus here on the bass drum
voice circuit (see Fig. 7), which converts a short positive pulse into
an oscillating waveform with decaying envelope.

4.3.1. Circuit analysis

The input pulse is delivered through a diode. The diode becomes
conducting on the positive transient of the pulse, allowing for the
quasi-instantaneous charging of capacitor C1 to a voltage close to
the pulse voltage value. Once the pulse ends, the diode becomes
blocking and disconnects the source branch from the circuit as long
as the capacitor C1 has a charge. The capacitor C1 then slowly dis-
charges its energy in the rest of the circuit, acting as a vanishing
source. The LC tank formed by the inductor L and the capacitor
C2 creates an oscillation close to the LC resonance frequency at
1/

√
LC2 (here about 65Hz) whose amplitude decays as the en-

ergy in capacitor C1 dissipates in the various circuit resistors. The
capacitor C3 and series resistor R3 and R4 create a (coupled) out-
put low-pass filtering effect which shift only slightly the resonant
frequency of the circuit. Additionally, the small residual voltage
created across the diode due to the voltage changes in the circuit
creates a small oscillation of the circuit resonant frequency, intro-
ducing a small timbral coloration. Note that in the actual circuit,
the resistor R4 is a potentiometer acting as a voltage divider. Since
it only changes the measured output voltage by a multiplicative
gain, we consider the output voltage to be across the full resistor
R4. Hence, the circuit state equations for the four state variables
(branch voltages vC1 , vC2 , vC3 and branch current iL) are

v̇C1 = − vC1
−vC2

C1R1
+ 1

C1
fD(e(t)− vC1),

v̇C2 =
vC1
R1C2

− vC2
(R1||R2)C2

+
vC3
R2C2

− iL
C2

,

v̇C3 =
vC2
R2C3

− vC3
(R2||(R3+R4))C3

, i̇L =
vC2
L

.

(40)

Here again, to analyze the instantaneous poles of the system,
we use the diode companion model and find the linearized equation

v̇C1

v̇C2

v̇C3

i̇L

 = A

vC1

vC2

vC3

iL

+


1

rC1

1
C1

0 0
0 0
0 0

[eI
]
, (41)

with the instantaneous poles found as the eigenvalues of

A=


− 1

(R1||r)C1

1
R1C1

0 0
1

R1C2
− 1

(R1||R2)C2

1
R2C2

− 1
C2

0 1
R2C3

− 1
(R2||(R3+R4))C3

0

0 1
L

0 0

. (42)

4.3.2. Empirical instantaneous pole analysis

Unfortunately, the eigenvalues of the matrix in Eq. (42) cannot be
simply expressed analytically. Upon empirical examination, we
find that, out of the 4 poles, we can roughly make the following
segregation: 2 (complex) poles correspond to the system decaying
oscillations (the bass drum “pitch”) mostly through the exchange
of energy between the capacitor C2 and the inductor L, and 2 real
poles control the loading and unloading of energy in the circuit
mainly through the charging and discharging of capacitors C1 on
the input side, and capacitor C3 on the output side.
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We run a rising step function of amplitude 2V through a back-
ward Euler model of the system, and find an optimized α=0.0162
for a sampling rate of fs=44.1 kHz based on the maximum damp-
ing reached by the poles. We then simulate the response of a bi-
linear transform model and the α-transform model to a 1ms-long
rectangular pulse. The intensity of the pulse is set at 2V. For ref-
erence, we also show the result of the high-resolution simulation
obtained using the Matlab numerical solver ode15s where the
continuous-time input voltage is set as the linear interpolation of
the discrete-time pulse. The output vO of these models is shown in
Fig. 8. We see that all models produce the expected decaying oscil-
lation corresponding to the bass drum tone. However, we also see
that the bilinear transform model widely overshoots the response
of the “analog” model on the upward step of the pulse, so that the
waveform has a much higher amplitude than expected. The source
of that distortion can be observed in the damping estimates of the
instantaneous pole with highest damping as shown in Fig. 8. We
see how the instantaneous pole for the bilinear transform fails to
follow the “analog” one, resulting in the spurious behavior in the
output. On the other hand, the α-transform approach manages to
more closely follow the expected system output, thanks to the im-
proved tracking of the stiffer pole. Again, as in the case of the
pulse shaper, the other poles are slightly distorted, creating some
small error in the response, but without significant consequences
on model accuracy. In particular, we see how the resonating poles
of the circuit are somewhat overdamped, and shifted a bit lower
in frequency. Some of that distortion could be mitigated through
the extra free parameter in the parametric α-transform or the αβ-
transform to improve the match around these complex poles.

5. CONCLUSION

In this paper, we extended the theory around discretizations based
on Möbius transforms. In particular, we introduced how those
methods lead to 2 conjugate families of discretizations that can
be readily applied to many existing frameworks for audio physical
modeling. We then presented practical ways to tune its parameters
based on analytical and empirical instantaneous pole location. We
finally applied these concepts to the successful design of improved
discretizations for 3 historical diode-switched audio circuits.
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