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ABSTRACT

We propose a new analog filter discretization method that is useful
for discretizing systems with features near or above the Nyquist
limit. A conformal mapping approach is taken, and we introduce
the peaking conformal map and shelving conformal map. The pro-
posed method provides a close match to the original analog fre-
quency response below half the sampling rate and is parameteri-
zable, order preserving, and agnostic to the original filter’s order
or type. The proposed method should have applications to dis-
cretizing filters that have time-varying parameters or need to be
implemented across many different sampling rates.

1. INTRODUCTION

Accurate analog filter discretization is a common concern when
digital filters are derived from prototype filters or when modeling
analog audio effects [1–5]. Once the characteristics of an ana-
log system are known, a method for discretization which maps the
Laplace transform s-Plane onto the Z-transform z-Plane is often
used to derive a representation of the analog system in the digital
domain [6, 7].

The bilinear transform is a popular discretization method,
which maps the highest and lowest continuous frequencies to the
highest and lowest discrete frequencies exactly once. As there is
a direct one-to-one mapping from the s-Plane to the z-Plane, the
bilinear transform avoids aliasing and preserves order and stability
in the discretized system [6]. However, a byproduct of mapping
infinite continuous frequencies to a finite range of digital frequen-
cies is frequency warping. This distorts the original response and
is particularly severe near the half the sampling rate: the Nyquist
limit. A technique known as “prewarping” allows for some cor-
rection of the effects of frequency warping by directly mapping
one continuous frequency to one discrete frequency, but it will
not completely correct for frequency warping near the Nyquist
limit [8].

A standard approach when discretizing analog filters with fea-
tures near or above the Nyquist limit is to oversample and per-
form the processing at a higher sampling rate before downsam-
pling back to the original sampling rate [9]. This approach can be
disadvantageous as it requires more cycles and special care taken
to avoid aliasing. Another option is to use optimization methods,
such as least squares [10–12] or warped filter design methods [13],
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to derive a digital response which closely matches the desired ana-
log response below the Nyquist limit. These approaches, though
optimal, are not ideal in cases where there are time-varying filter
parameters, as they are computationally intensive and require of-
fline processing to compute interpolatable coefficient tables. A
separate approach is to reconstruct the desired continuous-time
signal using Shannon’s interpolation theorem, but this technique
suffers from poor resolution near the Nyquist limit [14]. Another
set of methods aims to modify the original prototype filter design
to account for frequency warping such that, when discretized, the
resulting response more closely matches the desired prototype re-
sponse. These approaches either attempt to adjust the quality fac-
tor (Q) of the prototype filter [15–17] or match the asymptotic high
frequency gain to the prototype Nyquist limit gain [18, 19]. These
methods, however, are limited to specific filter designs and require
some knowledge of the original prototype filter’s construction.

In this paper, we propose a new method for discretizing known
analog systems through the use of conformal mapping. Confor-
mal maps are complex functions which map a simply connected
domain onto another simply connected domain [20] and have a
wide range of applications in audio signal processing. The bilin-
ear transform, which maps the complex s-domain to the complex
z-domain, is a conformal map in the family of Möbius transforma-
tions [20, 21]. Conformal maps are utilized in the field of warped
filter design [22, 23] and other discretization methods, such as the
bark scale bilinear transform [8]. Conformal maps are sometimes
referred to as spectral transforms and are used to design lowpass,
highpass, bandpass, and bandstop filters from prototype lowpass
filters [24,25]. We will highlight a use for conformal maps as spec-
tral transforms outside of these specific cases and derive peaking
and shelving conformal maps. These new conformal maps will al-
low us to discretize analog systems with behavior near the Nyquist
limit, and a matrix representation of said conformal maps will aid
us in applying and inverting them.

The paper is structured as follows. Section 2 will review the
definition of the bilinear transform and the work done by [18],
Section 3 will explore conformal maps and their matrix represen-
tation, Section 4 will derive the peaking and shelving filter confor-
mal map. In Section 5, the approach to using said conformal maps
for discretization will be demonstrated and compared to existing
methods, and Section 6 will conclude.

2. REVIEW OF DISCRETIZATION

2.1. The bilinear transformation

The bilinear transformation can be viewed as a substitution from
the continuous-time s-Plane to the discrete-time z-Plane where the
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forward and inverse transformation are defined as [6]:

s = c
1− z−1

1 + z−1
z−1 =

1 + s/c

1− s/c
(1)

where c is the bilinear constant, which is normally

c =
2

T
(2)

and T = 1/fs and fs is our sampling rate. If a perfect mapping
from a singular analog frequency Ω to a digital frequency ΩT is
desired, then c is modified to

c =
Ω

tan(ΩT/2)
(3)

2.2. Review of prior work

In [18], Orfanidis compensates for the effects of frequency warp-
ing in the bilinear transform by adjusting the prototype filter such
that the asymptotic high frequency gain matches the gain at the
Nyquist limit. This is done because the bilinear transform maps
the gain at infinite frequency to the gain at the highest digital fre-
quency, the Nyquist limit. A similar approach can also be found
in [19].

We will utilize the same shorthand as Orfanidis to distinguish
continuous-time frequencies in Hertz and rad/seconds, and discrete-
time frequencies in rads/sample. Say, for our sampling rate fs in
Hz, we express the equivalent frequencies in rad/s and rads/samples
by copying the subscript.

Ωs = 2πfs, ωs =
2πfs
fs

= 2π (4)

The analog prototype in [18] has the parameters {fc, ∆f , G0, GC ,
GB} which correspond to the boost/cut peak frequency, the band-
width of the peak, the gain at dc, the gain at fc, and the bandwidth
gain. The corresponding transfer function is:

H(s) =
G0s

2 +Bs+G0Ω
2
0

s2 +As+Ω2
0

(5)

where

A =

√
G2

B −G2
0

G2
C −G2

B

∆Ω, B = GCA (6)

Orfanidis then modifies the transfer function to

H ′(s) =
G1s

2 +Bs+G0W
2

s2 +As+W 2
(7)

H ′ is now dependant on the parameter G1, the magnitude of (5)
at the Nyquist limit, and W , which is a parameter related to, but
not equal to Ω0. W can be found by solving the following set of
equations

d

dΩ
|H ′(Ωc)|2 = 0, |H ′(Ωc)|2 = G2

C , |H ′(Ω1,2)|2 = G2
B (8)

The first equation enforces the requirement that the boost/cut peak
is located at Ωc, the second equation requires the magnitude at Ωc

is still GC , and at the analog bandedges Ω1,2 (∆Ω = Ω2 − Ω1)
the gain is still GB . The bilinear transform is applied to the trans-
fer function in (7) and Orfanidis prewarps the bilinear transform
based on the bandwidth. The result of these corrections is shown
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Figure 1: Correction of peaking equalizer as done in [18]. fs =
48 kHz

in Figure 1 where we have G0 = 0 dB, GC = 12 dB, ωc = 0.5π,
∆ω = 0.2π, and GB = 9 dB. What is critical in approaches like
Orfanidis’, where a prototype filter is modified in anticipation of
discretization, is that the discretized response matches the analog
response below the Nyquist limit and that it is formed by designing
a modified analog prototype.

3. CONFORMAL MAPPING

Conformal maps are complex functions which map a simply con-
nected domain onto another simply connected domain by compos-
ing the conformal mapping function with an analytical function. In
the case of a discrete transfer function H and conformal mapping
function g, a mapped transfer function H ′ is derived by

H ′(z−1) = (H ◦ g)(z−1) = H(g(z−1)) (9)

where ◦ defines function composition. In this paper, we will notate
the application of a conformal map as a substitution, like so

z−1 ← g(z−1) (10)

A class of conformal maps in the digital domain, which are partic-
ularly useful to us, is the allpass transformation.

g(z−1) = ejθ
n∏

i=1

pi − z−1

1− piz−1
(11)

pi is the pole location of each 1st-order section, and n is the order
of the conformal map. The allpass transformation is in fact a digi-
tal allpass filter. When used as a conformal map, the allpass filter’s
unity gain results in points on the unit circle being mapped to other
points on the unit circle through warping only their angle.

The order of a conformal map determines the resulting order
of the transformed system. First order conformal maps have the
property of being order preserving, while higher order mappings
will increase the order by a factor of the conformal map’s order
[8, 26].

As an example, we will apply what [26] refers to as the “littlest
conformal map”

z−1 ← g(z−1) =
a+ z−1

1 + az−1
(12)
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Figure 2: First order allpass conformal mapping, the dotted lines
are constant radius semicircles in the left half of the s-Plane
mapped to the z-1-plane by the equivalence z = e−sT . The
solid lines represent the first order mapping in (12) where 0.3π
is warped to 0.5π.

a = tan

(
1

2

(
βT − π

2

))
(13)

which is a 1st-order allpass transformation where the coefficient a
maps the frequency at π

2
radians to the frequency at βT radians

and β is the continuous-time angular frequency we are mapping
to.

We illustrate this transformation in Figure 2, by applying our
“littlest” mapping to constant radius semicircles in the left half
of the s-Plane that have been transformed to the z-1-Plane by the
equivalence z = e−sT . We have chosen radii equivalent to n

10
ωs
2

where n = 1, 2, . . . 10, and for our transform we chose βT =
0.3π. Our plot can be read by looking at the increasing radial lines
from right to left and noticing that the 3rd solid line — represent-
ing our mapping — now intersects with the unmapped 5th dotted
line on the unit circle. When applied, the conformal map causes
response at 0.3π to be “substituted” by the response at 0.5π.

It is possible to derive a continuous-time equivalent of any
discrete-time conformal map by composing our discrete-time con-
formal map with the bilinear transform and its inverse, and using
the frequency warping property of the bilinear transform where
Ω/c = tan

(
ω
2

)
.

c
1− z−1

1 + z−1
← g(z−1)← 1 + s/c

1− s/c
(14)

The equivalent continuous-time conformal map of the “littlest”
mapping is then

s← g(s) =
Ωs

4β
s (15)

which intuitively demonstrates when s = jβ, we have g(s) =
jΩs/4.

By applying this method, we can derive continuous-time equiv-
alents, shown in Table 1, of the generalized discrete-time allpass
transformations in [24], unifying them with the continuous-time

transforms in [25]. These transforms are well known and are de-
nominated by the effect each mapping has on a lowpass filter [4,24,
25]. Where the shorthands LP → LP , LP → HP , LP → BP ,
and LP → BS, refer to the lowpass to lowpass, highpass, band-
pass, and bandstop transformations respectively.

Table 1: General allpass transforms in the s-Plane

Order Transform Analogy g(s)

1 LP → LP Shift s← β
Ωc

s

1 LP → HP Flip s← −βΩc
1
s

2 LP → BP Mirror about dc and shift s← β
Ω2−Ω1

s2+Ω2
o

s

2 LP → BS Mirror about∞ and shift s← β(Ω2 − Ω1)
s

s2+Ω2
o

For all our transforms, β is the frequency we are mapping
from, and, in our 1st-order transforms, Ωc is the frequency we are
mapping to. In our second order transforms, we map β to Ω1 and
Ω2. And, we have Ωo = Ω1Ω2. The advantage of performing
these transforms in the s-Plane is that our mappings are no longer
bandlimited and we avoid any additional warping that may occur
in the z-Plane.

While these transformation are characterized by the effect each
mapping has on a lowpass filter, it is worth acknowledging that
these transforms can be applied to any type of filter. As such, we
provide analogies that reflect the behavior of each conformal map
on the frequency axis rather than just how each mapping affects
a lowpass filter. Nevertheless, we will continue to refer to these
transformation by how they affect a lowpass filter.

3.1. Predicting the bilinear transform

The continuous-time bandstop transform maps frequencies from
dc to +∞ to the frequency range from dc to Ωo such that β is
mapped to Ω1. The response is then geometrically mirrored about
Ωo such that β is also mapped to Ω2. The compression of an in-
finite frequency range to a finite one draws similarity to how the
bilinear transform maps the s-Plane to the z-Plane. The bilinear
transform also has mirrored responses above Nyquist limit as we
traverse the lower half of the unit circle in the z-Plane. The dif-
ference between these two transforms is that the warping in the
bilinear transform is fixed and the mirroring is periodic, occurring
at n fs

2
, n = 1, 2, 3....

Due to the similarities between these two conformal maps, we
can replicate the frequency warping in the first “mirroring” of the
bilinear transform using the bandstop conformal map. To do this,
we take Ωo = Ωs/2 and then map β to the frequency it would be
warped to by the bilinear transform.

Ω1 = c · arctan
(
β

c

)
(16)

where c is the normal definition of the bilinear constant in (2). We
then find Ω2 by geometrically mirroring Ω1 about Ωo.

Ω2 =
Ω2

o

Ω1
(17)

DAFx.3

Proceedings of the 24th International Conference on Digital Audio Effects (DAFx20in21), Vienna, Austria, September 8-10, 2021

99



Proceedings of the 23rd International Conference on Digital Audio Effects (DAFx2020), Vienna, Austria, September 2020-21

100 1k 10k
Frequency (Hz)

30

20

10

0

10

M
ag

ni
tu

de
 (d

B)

Continuous
Bilinear Transform
BE Mapping

Figure 3: Bilinear transform and bandstop mapping applied to
a resonant lowpass filter. Frequencies above fs/2 demonstrate
periodic behavior of the bilinear transform. Frequencies below
the fs/2 show the bandstop mapping replicating the behavior of
the bilinear transform

In Figure 3, we use the above parameters and apply a bandstop
mapping on a resonant lowpass filter having the transfer function
in (18), fc = 15 kHz, and Q = 3 to replicate the warping in the
bilinear transform below fs/2.

H(s) =
1

1
Ω2

c
s2 + 1

QΩc
s+ 1

(18)

As we can replicate the bilinear transform’s frequency warping
using the bandstop mapping, we can also use the bandstop map-
ping to better predict frequency warping. Viewed another way:
if we can design a filter that closely matches our desired ana-
log response below fs/2 that is geometrically mirrored about our
Nyquist limit, and if we can invert said filter with an inverse band-
stop mapping, we will derive a filter — upon discretization — that
will be a close match to our desired response.

3.2. Matrix representation of conformal maps and their inver-
sion

By necessity, the inverse of a higher order conformal map is a frac-
tional order conformal map. We wish to avoid fractional order fil-
ters so we instead rely on a pseudo-inverse derived by representing
a conformal map as a transformation matrix.

It was demonstrated in [27], that it is possible to represent a
conformal map as a matrix operation on filter coefficients. First,
we define a general IIR transfer function in the s-Plane.

H(s) =
(0)sM + (0)sM−1 · · ·+ bNsN + · · ·+ b0

aMsM + aM−1sM−1 · · ·+ a0
(19)

Where M and N are the order of our denominator and numerator
polynomials, and M ≥ N . We have zero padded our numerator
coefficients so, representationally, the numerator and denominator
are polynomials of the same order M . We then have two ordered
(M+1) x 1 coefficient vectors a =

[
aM aM−1 · · · a0

]T
and b =

[
bM bM−1 · · · b0

]T . Then, substituting in a gen-
eral bandstop mapping,

g(s) =
gs

s2 + d
(20)

for s in our general transfer function and multiplying our numera-
tor and denominator by (s2 + d)M , we have the bandstop mapped
response:

H(s) =
bMgMsM+bM−1g

M−1sM−1(s2+d)1···+b0(s
2+d)M

aMgMsM+aM−1g
M−1sM−1(s2+d)1···+a0(s2+d)M

(21)
The coefficient map can be found by computing the powers of
(s2 + d)m using the binomial theorem

(s2 + d)m =
m∑

k=0

(
m

k

)
s2kdm−k (22)

and representing each additional multiplication s2k as a skip up
two rows in a coefficient transformation matrix. We then have
a (2M+1) x (M+1) rectangular matrix which maps an (M+1) x 1
vector of general coefficients c to (2M+1) x 1 conformally mapped
bandstop filter coefficients c′



0 . . . 0 0 g0
(
M−0
M

)
d0

...
...

...
...

gM
(
0
0

)
d0

. . .
...

...
...

... g2
(
M−2

0

)
dM−2 0 g0

(
M−0

1

)
dM−1

0 g1
(
M−1

0

)
dM−1 0

0 . . . 0 0 g0
(
M−0

0

)
dM




cM

cM−1

cM−2

...
c0

 =


c
′
2M

c
′
2M−1

c
′
2M−2

...
c
′
0



(23)
To invert our mapping we utilize a pseudo-inverse matrix. From
the formulation of our coefficient transformation matrix we know
the columns are linearly independent and the pseudo-inverse will
be a left inverse. For the original transformation matrix A, we
have the pseudo-inverse matrix A+ where

A+


c
′
0

c
′
1

c
′
2

...
c
′
2N

 =


c0
c1
c2
...
cN

 (24)

returns our original filter coefficients. We compute A+ using ex-
isting methods, such a pinv in Matlab or Python. Intuitively,
representing a conformal map as a matrix operation on the coeffi-
cients applies the equivalent conformal map in the filter coefficient
space. The pseuedo-inverse approximates the inverse conformal
map in the same coefficient space, provided that we parameterize
our original transform A correctly.

The pseudo-inverse can only be usefully applied to filters that
have been previously mapped by a general bandstop transform as
in (20), meaning it must have the mirroring properties defined in
(17). Additionally, the mirroring frequency Ωo must be the same in
our forward and pseudo-inverse mappings to ensure that symmetry
in the transformation is preserved.

4. PEAKING AND SHELVING ALLPASS TRANSFORMS

As our goal is to match our continuous-time response below the
Nyquist limit, we propose a 2nd-order conformal map with real co-
efficients which generates a peaking — specifically a cut filter —
from a lowpass filter. We will design our transformation in the
digital domain using the allpass transformation. Designing in the
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Figure 4: Left: Peaking conformal map in the z-Plane. The solid lines represent the mapping in (33) where ωc = 0.3π and ω̂o = π
2

. On
the unit circle 0.3π is evaluated only once at the 5th constant radial line, signifying the mapping of 0.3π to 0.5π and zero group delay at
that point. The other mapped constant radius lines are evaluated twice on the unit circle around the 5th line.
Right: Stabilized shelving conformal map in the z-Plane. The inverse mapping of z−1 ← z−2 has been applied to the peaking transforma-
tion shown on the left. The constant radial lines are compressed and are only mapped between dc and 0.3π, as the frequency response is
now truncated to 0.3π

z-Plane provides an avenue to directly evaluate mappings to infi-
nite frequency in the s-Plane. Additionally, the design of allpass
filters is a well explored topic [28] and the form of the allpass filter
provides adequate constraint to derive an analytical mapping.

Our desired conformal map will proceed along the unit circle
to an angle ωo and then, effectively, reverse direction to mirror our
response. We will demonstrate that a shelving conformal map can
be found by applying an inverse bandstop mapping to our peaking
conformal map. As with the commonly defined spectral transfor-
mations, we designate these conformal maps by their respective
effects on a lowpass filter.

4.1. Peaking Allpass Transform

We start with a cascade of two 1st-order allpass sections with pos-
sibly complex poles p1 and p2

g(z−1) =
p1 − z−1

1− p1z−1

p2 − z−1

1− p2z−1
(25)

Similar to [18], we deduce that for our mapping to peak at ωo we
must have group delay G(ω) = − d

dω
Θ(ωo) = 0, where Θ(ω) is

the phase response of our transform. The group delay for a single
allpass section is

G1(ω) = −T
p21 − 1

p21 − 2p1 cos(ω) + 1
(26)

And for our cascaded transformation, our group delay is

G(ω) = −T
[

p21 − 1

p21 − 2p1 cos(ω) + 1
+

p22 − 1

p22 − 2p2 cos(ω) + 1

]
(27)

Setting G(ωo) = 0, and solving for p1 in terms of p2 we have

p1 =
p2 cos(ωo)− 1

p2 − cos(ωo)
or

1

p2
(28)

The latter solution represents the case where our transformation is
unity and our group delay everywhere is zero. Thus, we choose
the former solution for p1. From the bounds of cos, our solution
(28) results in one of our poles appearing outside the unit circle,
meaning our mapping is inherently unstable. We will, however,
ignore the issue of stability for now.

If one pole exists outside the unit circle, to have real valued
coefficients, p1 and p2 cannot be complex conjugates and must
be real. To simplify our derivation, we request that our peaking
frequency ωo = π

2
. [26] has pointed the "magic" of π

2
as it will

create a symmetric frequency response, but for our purposes it is
also easier to evaluate. We now have

p1 = − 1

p2
(29)

Substituting in p1 into (25), and with no loss of generality dropping
the subscript in p2, our 2nd-order mapping is

g(z−1) =
−pz−2 + (p2 − 1)z−1 + p

pz−2 + (p2 − 1)z−1 − p
(30)

We now solve for p by mapping some frequency ωc to π
2

e−jωc = g(e−jπ/2) =
p− j(p2 − 1) + p

−p− j(p2 − 1)− p
(31)

Solving this equation for p, we find

p = tan
(ωc

4

)
or − 1

tan
(
ωc
4

) (32)

We take the first solution to be our solution for p, as the other
solution expresses the relationship between p1 and p2 from (29)
due to our choice of ωo. The effect of this mapping is shown in
Figure 4. As expected, because our conformal map is unstable, the
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mapping causes our previously stable constant radial lines to now
also appear outside the unit circle.

By composing the peaking conformal map with the “littlest”
conformal map from Sec. 3, we can generalize our peaking trans-
formation further by shifting our peaking frequency ωo = π

2
to

some frequency ω̂o on the unit circle. Our general peaking filter
mapping is

g(z−1) =
z−2 + γ1z

−1 + γ0
γ0z−1 + γ1z−1 + 1

(33)

where

γ1 = −
2 cos

(
ωc
2

)
cos
(
2ω̂o+ωc

2

) (34)

γ0 =
cos
(
2ω̂o−ωc

2

)
cos
(
2ω̂o+ωc

2

) (35)

And, our continuous-time equivalent conformal map is

g(s) = −2ΩoΩcs

s2 − Ω2
o

(36)

where Ωo corresponds to ω̂o.
Notice that the continuous-time peaking conformal map has

the same form as the general bandstop conformal map. As previ-
ously mentioned, our peaking conformal map is unstable and any
filter produced as a result of this mapping will also be unstable.
We can stabilize our system by assuming minimum phase and re-
flecting any unstable poles and zeros inside the unit circle, in the
discrete-time case, or to the left half plane in the continuous-time
case.

4.2. Shelving Allpass Transformation

We derive the shelving transform from the peaking transform in
both the discrete and continuous domains once the transformed fil-
ter has been stabilized. To create a shelving allpass transformation
in the z-Plane we make use of the property that any second order
allpass transformation is a composition of a shift transformation, a
squaring transformation, and another shift transformation [20,26].

g(z−1) =
a+ z−1

1 + az−1
← z−2 ← b+ z−1

1 + bz−1
(37)

In the digital domain, we need only apply an inverse squaring map-
ping to our peaking conformal map in (30) to derive the our shelv-
ing filter. To do this we utilize the matrix representation of a con-
formal map, and notice that the z−1 ← z−2 mapping is a (2M+1)
x (M+1) rectangular permutation matrix formed from an identity
matrix interleaved with rows of zeros, where M is the order of our
shelving filter.

A
z−2 =



1 0 . . . 0 0
0 0 . . . 0 0
0 1 . . . 0 0

. . .
0 0 . . . 1 0
0 0 . . . 0 0
0 0 . . . 0 1


(38)

The inverse of a permutation matrix is its transpose. We can de-
rive our digital shelving filter response by applying AT

z−2 to our
coefficients following a stabilized peaking transform.

In the analog domain, we must compute a pseudo-inverse ma-
trix to invert our peaking transformed filter. We start with the gen-
eral bandstop transform (20) to compute our forward transform.
As required, we set d = Ω2

o to match our peaking transformation.

g(s) =
gs

s2 +Ω2
o

(39)

We then solve for g such that when s = jΩ̂ we instead map to
s = jβ̂.

g =
β̂

Ω̂
(Ω2

o − Ω̂2) (40)

Ω̂ is the frequency that our original β is mapped to. We find Ω̂
by substituting in β to (36) and choosing the lesser solution to our
quadratic, which represents the lower bandedge of our “peaking”
response. We then have

Ω̂ =
Ωo

β
(Ωc −

√
Ω2

c − β2) (41)

By computing the pseudo-inverse of the matrix representation
of this transform and applying it to a stabilized filter transformed
by the peaking mapping in (36) we can generate a shelving filter.

The discrete-time peaking and shelving allpass transformation
are shown in Figure 4. In both cases we choose ωc = 0.3π and in
the case of the peaking transformation ω̂o = π

2
.

5. DISCRETIZATION WITH CONFORMAL MAPS

We now apply the peaking and shelving conformal maps from the
previous section to the task of adjusting and discretizing the re-
sponse of filters with behavior near the Nyquist limit.

5.1. Discretization of an analog equalizer
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Figure 5: Proposed discretization with steps corresponding to
numbered curves in figure:
1. We apply the peaking mapping with Ωc = Ωs/2 and Ωo =
Ωs/4 to truncate the continuous response to fs/2.
2. We then use the inverse mapping in (39) to generate a “shelv-
ing” filter whose peak is at the warped frequency in 42.
3. The “shelving” response is discretized using the bilinear trans-
form and is a close match to the results in [18] and the original
continuous response.
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Figure 6: Comparison of the proposed method to various optimiza-
tion based filter design schemes.

As an example, we examine the analog equalizer (5) from Sec.
2. To generate a similar result to [18], we need to truncate the orig-
inal response to the Nyquist limit and then account for the effects
of frequency warping. This is done by utilizing the continuous-
time shelving conformal map to generate a truncated response that
is also prewarped.

First, we apply the continuous-time lowpass-to-peaking trans-
form by choosing Ωc = Ωs/2 and Ωo = Ωs/4, resulting in a 4th

order filter mirrored about fs/4 and where our original response is
truncated at fs/2. After stabilizing our filter, we then use the in-
verse of the mapping in (39) to generate our “shelving” response.
As with [18], we choose β = Ω/4 by evaluating the geometric
mean of our poles.

To compensate for the bilinear transform warping, we choose
β̂ to be the prewarped digital frequency of β

β̂ = c tan

(
βT

2

)
(42)

Lastly, we discretize our shelving transformed filter with the bi-
linear transform to generate our matched digital response. This
process is shown in Figure 5 as a series of three steps. The result
of the proposed method is a digital filter whose response is a close
match to the result in [18] and the original response.

As we double and then later halve the order of our system, the
proposed method is order preserving. Unlike [18], the proposed
method requires no knowledge of the original filter’s construction
and is parametrized by only fs, Ωo, Ωc, and β̂.

5.2. Comparison to optimization methods

In Figure 6, we utilize the proposed method to discetize the reso-
nant lowpass filter originally shown in Figure 3 and compare the
results to optimization schemes presented in [11–13]. The first
two responses are formed using the Matlab library’s invfreqz
and stmcb methods.

While the proposed method’s magnitude response deviates
more from the continuous-time response compared to the warped
Prony and Steiglitz-McBridge methods, the optimization methods
shown require that a frequency and impulse response — truncated
to fs/2 — are precomputed to feed the optimization. In compar-
ison, the proposed method only requires computation of the con-

100 1k 10k
Frequency (Hz)

2

0

2

4

6

8

10

12

14

M
ag

ni
tu

de
 (d

B)

Continuous
24k
32k
44.1k
96k

Figure 7: Discretization of a single 4th-order analog response
across multiple sampling rates, offset by ±1 and ±2 dB

formal mapping matrices and is parameterizable. A more exact
match to the overall analog response could be derived by adjusting
the proposed method’s parameters in exchange for losing a perfect
mapping at, say, the Nyquist limit.

5.3. Matched analog response across multiple sampling rates

The proposed method can be used to discretize the same analog fil-
ter across multiple sampling rates while maintaining the character-
istic of the analog filter below each sampling rates’ Nyquist limit.
This is useful in the case we want to replicate the same response
across different systems with different operating frequencies.

The filter we are discretizing is a 4th-order filter that is a cas-
cade of a 2nd-order lowshelf section with of cutoff frequency of
10 kHz and 2nd-order highshelf section with a cutoff frequency
of 30 kHz, both designed as defined in [4]. We choose 24kHz,
32kHz, 44.1kHz, and 96kHz as our operating frequencies to rep-
resent common audio sampling rates as well as lower sampling
rates for embedded systems applications. As our Nyquist limit for
the lower sampling rates truncate the full analog response, we sim-
ilarly modify our choice of β to be below each Nyquist limit.

We choose to use the geometric mean of our poles to compute
β, but limit our geometric mean to be the filter poles whose radii
are below our Nyquist limit.

β = |(
N∏
i

p′i)
1/N | (43)

where
p′ = {pi : |pi| < πfs} (44)

The results of these discretizations are shown in Figure 7, demon-
strating that the responses for all our desired operating frequencies
are well matched to our continuous-time response below each op-
erating frequency’s Nyquist limit.

6. CONCLUSIONS AND FUTURE WORK

We have proposed a new parametrizable and order preserving dis-
cretization method based on conformal mapping and derived peak-
ing and shelving conformal maps. Additionally, a method for in-
verting conformal maps based on their matrix operation on filter
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coefficients has been demonstrated. The proposed method pro-
duces similar results when compared to other methods that di-
rectly modify the construction of a prototype filter and optimiza-
tion methods based on a desired response. However, the proposed
method is invariant to the original filter it is discretizing and can be
parameterized based on the sampling rate and critical frequencies.

We believe the proposed method would be well applied to fu-
ture work in analog modeling, where filters in units such as Wah-
Wah pedals, EQs, and synthesizers have behavior near the Nyquist
limit and are also time-varying. As the proposed method is pa-
rameterizable, discretization could be based on said time-varying
parameters. The proposed method would also allow one model to
run on many different systems using the technique from the previ-
ous section.
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