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ABSTRACT
In the design of real-time spring reverberation algorithms, a modal architecture offers several advantages, including computational efficiency and parametric control flexibility. Due to the complex, highly dispersive behavior of helical springs, computing physically accurate parameters for such a model presents specific challenges. In this paper these are addressed by applying an implicit higher-order-in-space finite difference scheme to a two-variable model of helical spring dynamics. A novel numerical boundary treatment is presented, which utilises multiple centered boundary expressions of different stencil width. The resulting scheme is unconditionally stable, and as such allows adjusting the numerical parameters independently of each other and of the physical parameters. The dispersion relation of the scheme is shown to be accurate in the audio range only for very high orders of accuracy in combination with a small temporal and spatial step. The frequency, amplitude, and decay rate of the system modes are extracted from a diagonalised form of this numerical model. After removing all modes with frequencies outside the audio range and applying a modal amplitude correction to compensate for omitting the magnetic transducers, a light-weight modal reverb algorithm is obtained. Comparison with a measured impulse response shows a reasonably good match across a wide frequency range in terms of echo density, decay characteristics, and diffusive nature.

1. INTRODUCTION

Spring reverb tanks originated in the 1930s as a compact, electromechanic means to emulate room reverberation [1]. Their functionality relies on the slow and heavily dispersive propagation of waves in helical springs, which facilitates long reverberation times and diminishes constructive wave interference. The spring’s vibrational behaviour is assumed to be approximately linear and time-invariant at typical driving levels, and the impulse reponse (IR) generally features a series of smeared pulses (see Figure 1). As discussed in previous works (see, e.g. [2, 3]), the IR spectrogram is typically divided into two frequency ranges, each featuring a series of frequency-dependent echoes, sometimes referred to as chirps [4, 5]. These peculiar characteristics make spring reverb sonically distinct from room or plate reverb. As such, it has been appreciated and employed as an effect in its own right since the early 1960s, when type IV units first appeared [6].

Efforts have been made in the past two decades to digitally emulate spring reverb, which enables incorporating it into digital music workflows. One approach aims to reproduce the chirps in a phenomenological manner, using allpass and lowpass filters within delay feedback structures [4, 5, 7]. Some of the response details, specifically those near and above the transition frequency, are difficult to capture this way, but otherwise good matches with measured IRs have been obtained, particularly so via automated calibration [8]. The main advantage is that the resulting computational structures are both efficient and parametric, i.e. the model parameters can be tuned on-line. The downside is that these parameters have no clear connection with the underlying physics of helical springs. One may therefore question the authenticity of the output if the parameters are significantly dialled away from those estimated directly from a measured IR.

Another phenomenological approach is to adopt a computational structure consisting of a parallel set of modal oscillators (see Figure 2) and set the modal frequencies according to physically-informed formulas [9, 10]. This also yields an efficient algorithm, and the modal architecture offers increased parametric control flexibility, as well a simple way of adding some diffusion in the IR tail [10]. However, physics-based approximate formulas have been proposed so far only for modes with frequencies below the transition frequency, and in addition it is unclear how similar closed-form expressions could be derived for mode amplitudes and damping.
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Figure 1: Example impulse response, measured on a single spring of an Accutronics & Belton 9EB2C1B Reverb tank. The black dashed line indicates the transition frequency.
2. SPRING REVERB TANK MODEL

2.1. Helical Spring Vibrations

In the below, the prime symbol is used to distinguish an original variable from a (non-primed) non-dimensional counterpart used throughout the main body of the paper. Consider a helical spring of cross-section \( A = \pi r^2 \), wire length \( L \), helix radius \( R \), Young’s modulus, \( E \), and mass density \( \rho \). On basis of the simplifying assumptions made in [15], the transversal displacement \( u' = u'(x', t) \) and longitudinal displacement \( v' = v'(x', t) \) across the wire axis coordinate \( x' \) and time coordinate \( t \) can be considered to be governed by two coupled partial differential equations:

\[
\frac{\partial^2 u}{\partial t^2} = -\frac{v^2}{4\rho} \left( E + \frac{\partial}{\partial x'} \left( \frac{\partial^2 u}{\partial x'^2} + 2v^2 \frac{\partial^2 u}{\partial x^2} + \epsilon^2 u \right) \right) + \frac{\epsilon}{\rho} \left( E + \eta \frac{\partial}{\partial x'} \right) \left( \frac{\partial u'}{\partial x'} - cu' \right) - 2\sigma \frac{\partial u}{\partial t} + \frac{1}{\rho A} F_u, \quad (1)
\]

\[
\frac{\partial^2 v}{\partial t^2} = \frac{1}{\rho} \left( E + \nu \frac{\partial}{\partial x'} \left( \frac{\partial v'}{\partial x'} - \epsilon \frac{\partial u'}{\partial x'} - 2\sigma \frac{\partial v}{\partial t} + \frac{1}{\rho A} F_v, \quad (2)
\]

where \( F_u = F_u(x', t) \) and \( F_v = F_v(x', t) \) are external force density terms, and \( \epsilon = 1/R \). Frequency-dependent damping is incorporated here by considering the spring to behave like a Kelvin-Voigt material [16], in which \( \eta \) represents viscosity. Frequency-independent damping, which can loosely be considered to be due to the surrounding medium, is modelled through the damping parameter \( \sigma \). Following the non-dimensionalisation proposed in [11], in which \( x \in [0, 1] \), these equations can be re-written as

\[
\frac{\partial^2 u}{\partial t^2} = -\kappa^2 \left( 1 + \varphi \frac{\partial}{\partial x'} \right) \left( \frac{\partial u}{\partial x'} + 2q^2 \frac{\partial^2 u}{\partial x^2} + q^4 u \right) + q^2 \gamma^2 \left( 1 + \varphi \frac{\partial}{\partial x'} \left( \frac{\partial u}{\partial x'} - u \right) \right) - 2\sigma \frac{\partial u}{\partial t} + qF_u, \quad (3)
\]

\[
\frac{\partial^2 v}{\partial t^2} = \gamma^2 \left( 1 + \varphi \frac{\partial}{\partial x'} \right) \left( \frac{\partial^2 u}{\partial x^2} - \frac{\partial u}{\partial x'} \right) - 2\sigma \frac{\partial v}{\partial t} + F_v, \quad (4)
\]

where

\[
\kappa = \sqrt{\frac{E}{\rho}}, \quad \gamma = \frac{1}{L} \sqrt{\frac{E}{\rho}}, \quad q = \frac{\epsilon L}{\varphi E}. \quad (5)
\]

2.2. Boundary Conditions

A simplified form is considered here, omitting the magnets at either end of the system. This leaves various types of lossless boundary conditions to be considered, out of which the following is employed in this study:

\[
u(0, t) = 0, \quad u(0, t) = 0 \quad \frac{\partial u}{\partial x'}(0, t) = 0, \quad (7)
\]

\[
u(1, t) = 0, \quad u(1, t) = 0 \quad \frac{\partial u}{\partial x'}(1, t) = 0. \quad (8)
\]

From substitution into eq. (4) re-formulated with one-sided spatial second derivatives and assuming \( F_u(0, t) = F_u(1, t) = 0 \), one obtains

\[
\frac{\partial^2 v}{\partial x^2}(0^+, t) = 0, \quad \frac{\partial^2 v}{\partial x^2}(1^-, t) = 0. \quad (9)
\]

2.3. Input and Output

Given a voltage input signal \( V_E(t) \), the driving terms in (3,4) are defined as

\[
F_u(x, t) = \xi \sin(\theta_E) \psi_E(x) V_E(t), \quad (10)
\]

\[
F_v(x, t) = \xi \cos(\theta_E) \psi_E(x) V_E(t), \quad (11)
\]
where \( \theta_E \) is the ‘excitation angle’. For the purpose of modelling the reverb tank as an input-to-output system with reciprocal transducers, the relationship between the input/output voltage and the driving/pick-up force may be simplified to a simple scaling by an arbitrary constant \( \xi \), which is set to \( \xi = 1 \) here. The term \( \psi(x) \) is a distribution function of width \( w \), positioned near the input end of the system. For example, a raised-cosine distribution:

\[
\psi_E(x) = \begin{cases} 
\frac{1}{2} [1 + \cos(\pi x/w)] & : 0 < x < w \\
0 & : \text{otherwise} \end{cases}
\]

Using a reciprocal mechanism at the other end, the output voltage signal is defined as

\[
V_p(t) = -\frac{\sin(\theta_p)}{q_x} \int_0^1 \psi_E(x) \left[ -\kappa^2 \frac{\partial^4 u}{\partial x^4} - 2\kappa^2 q \frac{\partial^2 u}{\partial x^2} - (\kappa^2 q^2 + \gamma^2 \beta^2) u(t) + \gamma^2 \beta^2 \frac{\partial u}{\partial x} \right] dx
\]

where \( \psi_E(x) = \psi_E(1 - x) \). The terms inside the square brackets are the force densities in the two polarisations. Hence the integrals calculate a weighted sum over force density. For \( w \to 0 \), each of the integrals reduces to the force exerted by the spring on the fixed end point.

The above clearly is a simplifying workaround that replaces a proper model for driving and sensing through the magnets at each end, such as that proposed in [11]. The motivation behind this choice is to keep the boundary model as simple as possible in this initial attempt to apply higher-order spatial schemes. Note though that the main ramifications can be compensated for in a phenomenological fashion within the final modal form (see Section 4.3).

### 2.4. Dispersion Relation

Considering a single frequency \( \omega \) and ignoring damping and driving forces, waves travelling through the spring may be written in terms of frequency and accompanying (dimensionless) wave number \( \beta \) as

\[
u(x, t) = U e^{i(\omega t + \beta x)}, \quad v(x, t) = V e^{i(\omega t + \beta x)},
\]

where \( U \) and \( V \) are complex amplitudes, and \( j = \sqrt{-1} \). Substituting (14) into (3,4) omitting the driving terms yields the following system of equations [11]:

\[
\begin{bmatrix}
\omega^2 - \kappa^2 (\beta^2 - q^2) - q^2 \gamma^2 - \gamma^2 \beta^2 \\
-\gamma^2 \beta^2 \\
\omega^2 - \gamma^2 \beta^2 \\
\end{bmatrix}
\begin{bmatrix}
U \\
V \\
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
0 \\
\end{bmatrix}
\]

The nontrivial solutions occur when the determinant equals zero:

\[
\omega^4 - \kappa^2 (\beta^2 - q^2)^2 + \gamma^2 (\beta^2 + q^2) \omega^2 + \gamma^2 \beta^2 \kappa^2 (\beta^2 - q^2)^2 = 0.
\]

This has positive solutions for \( \omega \)

\[
\omega = \sqrt{\frac{B \pm \sqrt{B^2 - 4C}}{2}}.
\]

In other words, one can readily have any specific wave number to two frequencies, one of which systematically falls outside the hearing range [11]. Therefore only the low-frequency dispersion relation is considered here.

### 3. Finite-Difference Scheme

#### 3.1. Discretisation

Using a temporal step \( \Delta_t = 1/f_s \) and spatial step \( \Delta_x = 1/M \), the system variables are modelled at discrete points in space and time using the indexed with \( n \) and \( m \), respectively:

\[
u_{m,n}^n := u(m \Delta_x, n \Delta_t), \quad v_{m,n}^n := v(m \Delta_x, n \Delta_t),
\]

where \( n \) and \( m \) are For the purpose of approximation of time derivatives, we define the difference and average operators

\[
d\nu_{m,n}^n = \frac{n+1}{2} \nu_{m,n}^n - \frac{n-1}{2} \nu_{m,n}^n
\]

which can be combined in various ways to construct second-order accuracy centered difference and averaging operators:

\[
\delta_1 \nu_{m,n}^n = \frac{1}{2} (\nu_{m,n}^{n+1} - \nu_{m,n}^{n-1}) \approx \Delta_t \frac{\partial \nu}{\partial t}(m \Delta_x, n \Delta_t),
\]

\[
\delta_2 \nu_{m,n}^n = \frac{1}{2} (\nu_{m,n+1}^{n+1} - \nu_{m,n+1}^{n-1}) \approx \Delta_t \frac{\partial^2 \nu}{\partial x^2}(m \Delta_x, n \Delta_t),
\]

\[
\mu \nu_{m,n}^n = \frac{1}{2} (\nu_{m+1,n}^{n+1} + \nu_{m-1,n}^{n-1}) \approx \nu(m \Delta_x, n \Delta_t).
\]

For approximation of spatial derivatives, higher-order accuracy centered difference operators are employed, which are denoted here as

\[
\mathcal{D}_p \nu_{m,n}^n = \sum_{k=-K_p}^{K_p} d_{p,k} \nu_{m+n+k}^n \approx \Delta_x \frac{\partial^p \nu}{\partial x^p}(m \Delta_x, n \Delta_t),
\]

for approximation of the \( p \)th derivative with a stencil of width \( (2K_p + 1) \). For the three featuring spatial operators \((D_1, D_2, D_4)\) to be of the same order of accuracy, we have to choose

\[
K_1 = K - 1, \quad K_2 = K - 1, \quad K_4 = K,
\]

where \( K \) sets an overall scheme stencil width of \((2K + 1)\) and order of accuracy of \((2K - 2)\). In practice we set the stencil of \(D_1\) and \(D_2\) to the same width as that of \(D_4\), by adding a zero weight on either side. The smallest possible scheme width parameter is \( K = 2 \), which yields second-order accurate approximations of the spatial derivatives. The coefficients \(d_{p,k}\) are calculated using the usual recursive formulation [17]. The operator in (24) is used for all nodes within the spatial domain of the system, including those immediately adjacent to the system boundaries. This means that, for both polarisations, \((K - 1)\) so-called ghost nodes have to be considered on either end of the system (see Figure 3).

Finally, the calculation of the discrete-domain counterpart of a specific distribution function \( \psi(x) \) is not performed by straightforward sampling, but instead using the integral

\[
\tilde{\psi}_{\phi,m} = \frac{1}{\Delta_x} \int_{0}^{\Delta_x} \psi_{m}(x) \psi_{\phi}(x) dx , \quad (\phi = E, P)
\]

where \( \psi_{m}(x) \) is a triangular nodal catchment function:

\[
\psi_{m}(x) = \begin{cases} 
x/\Delta_x + (1 - m) & : (m - 1)\Delta_x \leq x < m \Delta_x \\
-x/\Delta_x + (1 + m) & : m \Delta_x \leq x \leq (m + 1)\Delta_x \\
0 & : \text{otherwise} \end{cases}
\]

(27)

For the case of a point distribution (i.e. \( \psi(x) \) is a Dirac delta function), the use of (26) amounts to linear (de-)interpolation.
3.1.1. Helical Spring

Employing the operators defined in (22,23,24), equations (3.4) are discretised as follows:

\[
\begin{align*}
\delta_2 u^n_{m} &= (\mu_2 + \xi_1) \left[ (-g_1 D_4 - g_2 D_2 - g_0) u^n_{m} + g_1 D_1 v^n_{m} \right], \\
- \xi_1 u^n_{m} + q F^n_\theta \Delta t^2,
\end{align*}
\]

and

\[
\begin{align*}
\delta_2 v^n_{m} &= (\mu_2 + \xi_1) \left[ h_2 D_2 v^n_{m} - h_1 D_1 u^n_{m} \right], \\
- \xi_1 v^n_{m} + J_\theta \Delta t^2,
\end{align*}
\]

where

\[
\begin{align*}
g_0 &= (\kappa^2 q^2 + q^2 \gamma^2) \Delta t^2, \\
g_1 &= \frac{q^2 \gamma^2 \Delta t^2}{\Delta x}, \\
g_2 &= \frac{2\kappa^2 q^2 \Delta t^2}{\Delta x^2}, \\
g_4 &= \frac{\kappa^2 \Delta t^2}{\Delta x^2}, \\
\zeta &= \frac{\phi}{2\Delta t}, \\
\chi &= 2\sigma \Delta t, \\
h_1 &= \frac{\gamma^2 \Delta t^2}{\Delta x}, \\
h_2 &= \frac{\gamma^2 \Delta t^2}{\Delta x^2}.
\end{align*}
\]

The averaging operator \(\mu_2\) is employed on all restoring forces for the purpose of constructing an unconditionally stable scheme (see the Appendix).

3.1.2. Boundary Conditions

From the first two conditions in (7) and (8), we can simply set

\[
\begin{align*}
u^n_0 &= 0, \\
u^n_M &= 0.
\end{align*}
\]

For the third condition in both (7) and (8), as well as the accompanying results in (9), we apply centered difference operators in repeated form, using a larger spatial step each time. This can be specified as

\[
\begin{align*}
u^n_k &= u^n_{k-1}, \\
u^n_{M+k} &= u^n_{M-k}, \\
v^n_k &= -v^n_{k-1}, \\
v^n_{M+k} &= -v^n_{M-k},
\end{align*}
\]

where \(k = 1, 2, \ldots (K - 1)\). Given the symmetries \(d_{1,k} = -d_{1,k}\) and \(d_{2,k} = d_{2,k}\), this means that numerical versions of the boundary conditions with the orders of accuracy ranging from 2 to \(2K - 2\) are all simultaneously satisfied. For example, at the left-hand termination we have

\[
\begin{align*}
D^{(2)} T u^n_0 &= \sum_{k=1}^{Y} d_{2,k} (u^n_k - u^n_{-k}) = 0, \\
(1 = 2 \ldots K - 1),
\end{align*}
\]

where \(D^{(T)} T\) temporarily denotes the spatial differentiator for stencil width \(T\). Equations (33,34) will be used to eliminate the total of \(4(K - 1)\) ghost nodes.

3.1.3. Input and Output

Using the discrete weights defined in (26), equations (10,11) become

\[
\begin{align*}
\tilde{F}^n_{u,m} &= \xi \sin(\theta_\xi) \tilde{V}_{E,m}, \\
\tilde{F}^n_{v,m} &= \xi \cos(\theta_\xi) \tilde{V}_{E,m},
\end{align*}
\]

and the discrete-domain output signal is:

\[
\begin{align*}
V^n_{p} &= \left\{ \frac{\sin(\theta_p)}{\xi} \sum_{m=1}^{M-1} \tilde{V}_{p,m} \left[ (g_1 D_4 + g_2 D_2 + g_0) u^n_{m} - g_1 D_1 v^n_{m} \right] \\
&+ \frac{\cos(\theta_p)}{\xi} \sum_{m=1}^{M-1} \tilde{V}_{p,m} \left[ h_1 D_1 u^n_{m} - h_2 D_2 v^n_{m} \right] \right\} \Delta x.
\end{align*}
\]

3.2. Vector-Matrix Formulation

Let’s define \(v^n\) and \(u^n\) as column vectors holding the \((M - 1)\) interior node values of the longitudinal and transversal dimension. Applying (24) across all of the interior nodes on the \(v\)-axis, we can then write

\[
D_p v^n = \tilde{D}_p v^n,
\]

where \(v^n\) is a column vector of length \(M + 2K - 3\) holding all the node values required for the calculation:

\[
\tilde{v}^n = \begin{bmatrix} (v^n_L)^T & 0 & (v^n_R)^T & 0 & (v^n_\xi)^T \end{bmatrix}^T,
\]

and \(\tilde{D}\) is a \((M + 2K - 3) \times (M - 1)\) matrix with elements

\[
\tilde{D}_{p,i,j} = d_{p,i+j-K+1}.
\]

Figure 4 schematically depicts the form of this matrix, and the vectors in (41) are defined as shown in Figure 3. Using the matrix partitioning defined in Figure 4, equation (40) can be written

\[
D_p v^n = \tilde{A}_p v^n + \tilde{B}_p u^n + \tilde{C}_p u^n.
\]

Similarly for \(u\), we can write

\[
D_p u^n = \tilde{A}_p u^n + \tilde{B}_p u^n + \tilde{C}_p u^n.
\]

From the repeated boundary conditions in (33,34), we can write

\[
\tilde{A}_p v^n_L = \begin{bmatrix} -\tilde{A}_p & \tilde{0} \end{bmatrix} v^n, \\
\tilde{C}_p v^n_R = \begin{bmatrix} \tilde{0} & -\tilde{C}_p \end{bmatrix} v^n,
\]

\[
\tilde{A}_p u^n_L = \begin{bmatrix} -\tilde{A}_p' & \tilde{0} \end{bmatrix} u^n, \\
\tilde{C}_p u^n_R = \begin{bmatrix} \tilde{0} & -\tilde{C}_p \end{bmatrix} u^n.
\]
where the apostrophe indicates the left-right flipping of a matrix, and $\mathbf{0}$ is a zero matrix of size $(M-K) \times (M-1)$. Substitution into (43) and (44) yields

$$\mathbf{D}_p \mathbf{v}^n = \mathbf{D}_p' \mathbf{v}^n, \quad \mathbf{D}_p \mathbf{u}^n = \mathbf{D}_p' \mathbf{u}^n,$$

(47)

where

$$\mathbf{D}_p'' = \begin{bmatrix} \mathbf{A}_p' & \mathbf{0} \\ \mathbf{B}_p & \mathbf{0} \\ \mathbf{C}_p' \end{bmatrix}, \quad \mathbf{D}_p' = \begin{bmatrix} -\mathbf{A}_p & \mathbf{0} \\ \mathbf{B}_p & \mathbf{0} \\ -\mathbf{C}_p' \end{bmatrix}.$$  

(48)

We may now write (28.29) in vector-matrix form:

$$\delta_2 \mathbf{u}^n = (\mu_2 + \zeta \delta_1) \left[ - (g_1 \mathbf{D}_1^u + g_2 \mathbf{D}_2^u + g_0 \mathbf{I}) \mathbf{u}^n + g_1 \mathbf{D}_1^v \mathbf{v}^n \right] - \chi \delta_1 \mathbf{u}^n + \mathbf{F}_u \mathbf{v}^n,$$

(50)

$$\delta_2 \mathbf{v}^n = (\mu_2 + \zeta \delta_1) \left[ - h_1 \mathbf{D}_1^u \mathbf{u}^n + h_2 \mathbf{D}_2^u \mathbf{v}^n \right] - \chi \delta_1 \mathbf{v}^n + \mathbf{F}_v \mathbf{v}^n.$$  

(51)

Combining the two equations and substituting (37,38), the whole system can be written in terms of vectors of length $N = 2(M-1)$:

$$\delta_2 \mathbf{w}^n = \begin{bmatrix} \mu_2 + \zeta \delta_1 \\ \chi \delta_1 \end{bmatrix} \mathbf{D} - \chi \delta_1 \mathbf{I} \right] \mathbf{w}^n + \mathbf{g}_E \mathbf{v}^n \mathbf{F}_v \mathbf{v}^n,$$

(52)

where

$$\mathbf{w}^n = \begin{bmatrix} \mathbf{u}^n \\ \mathbf{v}^n \end{bmatrix}, \quad \mathbf{g}_E = \begin{bmatrix} q \xi \sin(\theta_E) \psi_E \\ \xi \cos(\theta_E) \psi_E \end{bmatrix},$$

(53)

$$\mathbf{D} = \begin{bmatrix} - (g_1 \mathbf{D}_1^u + g_2 \mathbf{D}_2^u + g_0 \mathbf{I}) & g_1 \mathbf{D}_1^v \\ h_1 \mathbf{D}_1^u & -h_2 \mathbf{D}_2^u \\ \end{bmatrix},$$

(54)

and where $\mathbf{I}$ and $\mathbf{I}$ are identity matrices of size $(M-1) \times (M-1)$ and $N \times N$, respectively, and $\psi_E$ is a column vector holding values as defined by (26) with $\varphi = E$. The output can be computed as

$$\mathbf{v}_0^n = \mathbf{g}_R \mathbf{D} \mathbf{w}^n,$$

(55)

where

$$\mathbf{g}_R = -\Delta_r \begin{bmatrix} (q \xi)^{-1} \sin(\theta_R) \psi_R \\ \xi^{-1} \cos(\theta_R) \psi_R \end{bmatrix},$$

(56)

with the elements of the column vector $\psi_R$ defined by (26).

![Figure 4: Example of the form of the matrix $\mathbf{D}_p$ for $M = 9$ and $K = 3$. The dots indicate non-zero matrix entries. The red dots indicate finite difference weights applying to ghost-nodes.](image)

![Figure 5: Dispersion relations. The solid black line is the continuous-domain curve. The horizontal dotted line indicates the spring’s transition frequency, and the vertical dotted line marks $\beta = q$. All curves were evaluated using the spring parameters listed in the first column of Table 1, but with $\phi = \sigma = 0$. The numerical dispersion relations were evaluated with $f_s = 1 \text{ MHz}$ and $M = 1300$. For any value of $K$, the associated stencil width is $(2K + 1)$ and the scheme order of accuracy is $(2K - 2)$.](image)
4. MODAL REVERBERATOR

4.1. Diagonalisation

In order to transform the scheme in (52) to a set of uncoupled update equations, the matrix $D$ is diagonalised:

$$ D = PQP^{-1}, $$

where $Q$ is a diagonal matrix holding the eigenvalues of $D$ and $P$ is a full and invertible matrix holding the eigenvectors of $D$. Substitution into (52) and pre-multiplying with $P^{-1}$ then gives

$$ \delta_2 y'' = \left[ \left( \mu_2 + \zeta_1 \right) Q - \chi \delta I \right] y'' + P^{-1} g_\Delta e V_n^2 \Delta_2^2, $$

where $y'' = P^{-1} w''$ is a new coordinate vector. After applying the operators, this can be algebraically re-worked into the update equation

$$ y'' + 1 = Ay'' + By'' + c_n V_n^2 \Delta_2^2, $$

where

$$ A = S^{-1} \left[ 2I + \chi Q \right], $$

$$ B = S^{-1} \left[ \left( \frac{1}{2} \chi - 1 \right) I + \left( \frac{1}{2} - \frac{1}{2} \chi \right) Q \right], $$

$$ c_n = S^{-1} p^{-1} e_\Delta, $$

$$ S = \left( \frac{1}{2} \chi + 1 \right) I - \left( \frac{1}{2} - \frac{1}{2} \chi \right) Q. $$

Given that $Q$ is diagonal, so are $A$ and $B$, meaning that (63) is set of uncoupled second-order difference equations, each representing the dynamics of a single mode of the system. The output can be obtained from the modal displacements $y''$ as $V_n^2 = g_p w'' = c_p y''$, where $c_p = g_p Q P$. 

4.2. Modal Reverber Algorithm

Using the ansatz $y'' = e^{\nu n \Delta t} \xi$, the relationship between the diagonal elements of $A$ and $B$ and the mode frequencies and decay rates can be derived:

$$ A_{\nu i} = 2 e^{-\nu \Delta t} \cos(\omega_i \Delta t), \quad B_{\nu i} = -e^{-2 \nu \Delta t}, $$

which is known in digital filter theory as the impulse invariant method [19]. Using (68) we can extract the $N$ system mode frequencies and decay rates; the associated modal shapes are represented (in spatially sampled form) by the $N$ matching eigenvectors contained as a column vectors in $P$. Many of the modes obtained this way when using a 1 MHz sampling frequency will lie outside the hearing range. Therefore, new modal update equations are constructed using a standard audio rate $f_s = 1 / \Delta t^2$, taking the form

$$ y''_{\nu i} = a_{\nu i} y''_{\nu i} + b_{\nu i} y''_{\nu i} + c_{\nu i} V_n^2 \Delta_2^2, $$

where $a_{\nu i}$ and $b_{\nu i}$ are defined through (68) using $\Delta_2$ instead of $\Delta_1$, and where $i = j$ only when $f_s < 20 kHz < 2 f_s$. Consolidating the modal input and output weights, the modal amplitudes are $c_{\nu i} = c_{\nu i} \cdot c_{\nu j}$. Accordingly, the output can be computed simply as the sum of the modal oscillator outputs, thus arriving at the modal reverber architecture shown in Figure 2. For the system values listed in Table 1, the finite difference model possesses a total of 2598 modes. This is reduced to 1009 modes in the final modal structure, which can be easily implemented in real-time on standard processors (see, e.g. [20]).

Figure 6 shows an example of the distribution of mode amplitudes $c_{\nu i}$ and mode decay rates $a_{\nu i}$ against modal frequencies up to 6 kHz. Noticeable is the increase in modal density near the transition frequency, and the quasi-harmonic series at the higher frequencies. As seen in the lower plot, the decay rate is a monotonically rising function of mode frequency, matching $\sigma$ at frequencies near zero.

4.3. Modal Manipulations

From the upper plot in Figure 6 it can be seen that the numerical model impulse response will be high-pass. In a reverber tank, the magnets at the input and output end introduce various resonances, the main one lying at a very low frequency, thus creating a low-pass effect. A second resonance often appears at a frequency above the transition frequency [3]. For the purpose of visual and aural comparison with a measured impulse response, the resonance effects due to the magnets is modelled in a phenomenological manner here by filtering directly in the modal domain:

$$ c_{\nu i} = H_{lp}(f_s) \cdot H_{pk}(f_s) \cdot c_{\nu i}, $$

where

$$ H_{lp}(f) = \frac{f_s}{f_s + f_p}, $$

$$ H_{pk}(f) = 1 + (H_c - 1) \frac{f_s^2}{f_s^2 + (f - f_c)^2}, $$

can be considered as zero-phase filter responses of ‘low-pass’ and ‘peak filter’ type, respectively. The cut-off frequency $f_{co}$ and roll-off steepness parameter $p$ as well as the center frequency $f_c$, bandwidth $f_p$, and peak gain $H_c$ can easily be determined through comparison with a measured impulse response. The magnets also cause a form of dispersion (decrease in echo density) at low frequencies, because waves at or near the main resonance mentioned above bring the magnets into motion more easily than high frequencies, thus experiencing a larger phase shift. This can be modelled in the modal domain by adjusting the mode frequencies as follows:

$$ f_s' = \frac{1}{R(f_s')} \cdot f_s, $$

where $R(f)$ represents the ratio by which the inter-pulse time interval is increased

$$ R(f) = 1 + (R_0 - 1) \left( \frac{f_{co}}{f + f_{co}} \right)^{\nu}. $$

The parameter $R_0$ is the maximum ratio (occurring at zero-frequency), and $f_{co}$ is the frequency below which the low-frequency dispersion takes effect. The exponent $\nu$ controls the sharpness of the ‘bend’ in the echo density pattern.

Table 1: System parameter values.

<table>
<thead>
<tr>
<th>spring parameters</th>
<th>magnet-related parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$ 0.02018 [s$^{-1}$]</td>
<td>$f_{co}$ 100 [Hz]</td>
</tr>
<tr>
<td>$q$ 1994</td>
<td>$p$ 1.8</td>
</tr>
<tr>
<td>$\gamma$ 1200 [s$^{-1}$]</td>
<td>$f_c$ 6300 [Hz]</td>
</tr>
<tr>
<td>$\phi$ 2.0 $\times 10^{-8}$ [s]</td>
<td>$f_p$ 300 [Hz]</td>
</tr>
<tr>
<td>$\sigma$ 3.0</td>
<td>$H_c$ 16</td>
</tr>
<tr>
<td>$w$ 0.004 [m]</td>
<td>$R_0$ 1.2</td>
</tr>
<tr>
<td>$\theta_{ge}$ 90 [degrees]</td>
<td>$f_{co}$ 600 [Hz]</td>
</tr>
<tr>
<td>$\theta_{pe}$ 90 [degrees]</td>
<td>$\nu$ 3</td>
</tr>
</tbody>
</table>
4.4. Comparison with a Measured Impulse Response

The impulse response of the numerical modal was calculated using the numerical parameters $f_s = 1$ MHz, $M = 1300$, and $K = 50$; the modal synthesis was performed using $f_s = 44.1$ kHz. The upper plot in Figure 7 re-displays the spectrogram of the IR measured on an Accutronics & Belton 9EB2C1B Reverb tank shown earlier in Figure 1, and the lower plot shows the computed IR. The parameters $\alpha$ and $\beta$ (listed in Table 1) were tuned to match the transition frequency and low-frequency echo density of the measured response. It can be seen that this results in an excellent match in echo density at frequencies below as well as above the transition frequency. Also visible from the comparison is that the simulated response exhibits an appropriate level of temporal blurring at frequencies between 1 and 4 kHz, and that the overall frequency-dependent energy decay pattern is modelled reasonably well with the two chosen damping parameters. Both impulse responses are available for aural comparison on the companion webpage\(^1\).

The main artefact of the simulated response is that the secondary chirps (positioned between the main chirps) are too pronounced. This is probably because the dispersion relation of the underlying model (see Figure 5) is too linear in the regions directly to the left and right of the point $\beta = q$.

5. CONCLUSIONS

A numerical method for deriving modal parameters from a physical model of a helical spring has been presented. A finite difference scheme with a spatial order of accuracy of 98 was employed to achieve a numerical dispersion relation that is a highly accurate up to about 15 kHz, leading to a complete set of modal parameters that can be directly employed in an efficient and accurate modal reverb algorithm.

The methodological novelty resides mainly in the use of repeated boundary conditions to eliminate the multiple ghost-points that arise near the boundaries when using a higher-order centered scheme. The scheme is unconditionally stable under the assumption that the finite difference matrix $D$ is negative definite, which was verified in all cases explored within the study. A formal stability proof can probably be arrived at via energy analysis, which is the subject of ongoing research. A related investigative route is the application of existing methods for boundary treatment with higher-order in space schemes, including Summation-By-Parts (SBP) operators and Simultaneous Approximation Term (SAT) methods (see [21] for an overview). In addition, it is likely to be beneficial to frame the problem in semi-discrete from (i.e. no temporal dis-

---

\(^1\)http://www.socasites.qub.ac.uk/mvanwalstijn/dafx20a/
cretisation), and/or to calculate higher-order finite difference coefficients via optimisation.

The main limitation of the diagonalisation approach taken in this paper is that the matrix eigenvalue calculation required for the similarity transformation in eq. (61) is computationally costly for the number of interior nodes minimally required for spring reverb tank modelling. This means that, while the modal verb algorithm itself easily runs in real-time, there is little prospect of adapting the modal parameters on the fly in response to changes in the system parameters $k$, $q$, and $\gamma$, at least not without the use of interpolated look-up table methods. While the same holds in principle for the damping parameters ($\phi$ and $\sigma$), the relationship between these and the modal damping factors $\alpha_n$ could probably quite easily be retro-modelled to facilitate on-line variation. Alternatively, modal damping could altogether be more freely defined and controlled.

In principle, the numerical methodology presented here can be directly applied to more complex and accurate descriptions of the system dynamics. A few a priori considerations are offered here. Firstly, finite precision effects will come into play in the eigenvalue calculation when increasing the size of the finite difference matrices significantly beyond about $3000 \times 3000$, unless floating-point variables are specified using more bits than with double-precision. Secondly, the accuracy at the boundaries resulting with the simplified boundary conditions specified in eqs. (7,8) will not necessarily transfer to models featuring magnetic bead resonators. Finally, a holistic approach will probably involve formal testing of the perceptual significance of the resulting objective improvements.
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Appendix: Remarks on Stability

Ignoring damping and external forces, consider the single-frequency ansatz

$$w^n = e^{\omega \Delta t} p,$$

where $p$ represents the numerical modal shape vector for frequency $\omega$. Substitution into the lossless version of (52), with the averaging operator $\mu_2$ in place, yields

$$\frac{-4 \tan^2 (\frac{1}{2} \omega \Delta t)}{\mu} p = D p,$$

which from it is clear that the term $\lambda$ must be an eigenvalue of $D$, and $p$ must be the associated eigenvector. We now consider the same for the case when the averaging operator is not employed (i.e. replacing $\mu_2$ with 1 in eq. (52)), and obtain

$$\frac{-4 \sin^2 (\frac{1}{2} \omega \Delta t)}{\mu} p = D p.$$

So for a given eigenvalue of $D$, we can derive the associated frequency. For the two cases, this gives

$$\omega = \frac{2}{\Delta t} \tan^{-1} \left( \frac{1}{2} \sqrt{\lambda - \mu_2} \right) \quad \text{(with $\mu_2$)}$$

and

$$\omega = \frac{2}{\Delta t} \sin^{-1} \left( \frac{1}{2} \sqrt{\lambda - \mu_2} \right) \quad \text{(without $\mu_2$)}.$$